
EXTENSIBLE POSITIVE LOOPS AND VANISHING OF SYMPLECTIC
COHOMOLOGY

DYLAN CANT, JAKOB HEDICKE, AND ERIC KILGORE

Abstract. The symplectic cohomology of certain symplectic manifolds W
with non-compact ends modelled on the positive symplectization of a compact
contact manifold Y is shown to vanish whenever there is a positive loop of con-
tactomorphisms of Y which extends to a loop of Hamiltonian diffeomorphisms
of W . An open string version of this result is also proved: the wrapped Floer
cohomology of a Lagrangian L with ideal Legendrian boundary Λ is shown to
vanish if there is a positive loop Λt based at Λ which extends to an exact loop
of Lagrangians based at L. Various examples of such loops are considered.
Applications include the construction of exotic compactly supported symplec-
tomorphisms and exotic fillings of Λ.

1. Introduction

1.1. Statement of results. Let (W,ω) be a convex-at-infinity symplectic mani-
fold, and let (Y, ξ) be its ideal contact boundary. Recall that this means the
non-compact end of W is symplectomorphic to the positive half of the symplec-
tization of Y . In particular, W has a Liouville form λ outside of a compact set.
The associated Liouville vector field Z (extended arbitrarily to the compact part
of W ) is complete. As is well-known, any symplectomorphism which is equivari-
ant with respect to Z, outside of a compact set, has an ideal restriction to a
contactomorphism of the ideal boundary Y .

A symplectic isotopy ψt is called a contact-at-infinity Hamiltonian system pro-
vided φ0 = 1, its infinitesimal generator Xt is 1-periodic and ω-dual to an exact
1-form, and φt commutes with the Liouville flow outside of a compact set. Each
such system has an ideal restriction to a contact isotopy of Y .

A loop of contactomorphisms φt of Y based at the identity is said to be extensible
if it is the ideal restriction of a contact-at-infinity Hamiltonian loop. As explained
in §2.1, contractible loops are always extensible.

A loop of contactomorphisms is called positive provided the curves φt(y) are
positively transverse to the contact distribution in Y (with respect to the coori-
entation induced by the Liouville form on the end of W ).

Our first main theorem asserts that the existence of an extensible positive loop
ensures the vanishing of symplectic cohomology.
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1.1.1. Symplectic cohomology and extensible positive loops. In order to define
Floer theoretic invariants, we assume that W is symplectically atoroidal, in that
the integral of ω over any smooth 2-torus is zero. The prototypical example one
should have in mind is that of a Liouville manifold, when the Liouville form
extends smoothly to all of W .

The atoroidal assumption allows us to define the symplectic cohomology SH(W )
invariant; our convention is to define this as the colimit of Hamiltonian Floer
cohomology groups for contact-at-infinity systems whose ideal restrictions become
more and more positive; see §2.2. This invariant is well-known, see, e.g., [FH94,
CFH95, Vit99, Sei08a, Rit13, Rit14, Rit16, Ulj17, MU19, Ulj22, UZ22, She22a,
She22b, Mai22]. In this paper, Floer cohomology is defined over the field Z/2,
and considers all orbits (not just the contractible orbits).

Theorem 1.1. If the ideal boundary of a convex-at-infinity and symplectically
atoroidal manifold W admits an extensible positive loop of contactomorphisms
then the symplectic cohomology of W vanishes.

The method used to prove Theorem 1.1 involves naturality isomorphisms relating
the Floer cohomology of a system ψt with the Floer cohomology of φt ◦ψt where
φt is a loop of Hamiltonian diffeomorphisms. Our argument is directly inspired by
work of [MU19, Ulj17], which prove the symplectic cohomology satisfies certain
dimension bounds in the presence of extensible positive loops, and the work of
[Rit14, Rit16] which investigates the symplectic cohomology of certain manifolds
whose ideal boundaries admit periodic Reeb flows. If one restricts to contractible
positive loops of contactomorphisms, then our vanishing result appears already
in [CCDR19] for Liouville manifolds via a different method.

A similar vanishing result for Rabinowitz Floer homology (RFH) in the presence
of contractible positive loops appears in [AM18], using the method of spectral in-
variants; see also [DUZ23, Can23] which prove the contractible case using spectral
invariants built from symplectic cohomology groups.1 See [KvK16, Theorem 6.4]
for a related (weaker) statement to our Theorem 1.1. In certain cases, our result
follows from [Rit14, Rit16] which considers the effect of Hamiltonian circle actions
(with positive ideal restriction) on the symplectic and quantum cohomologies of
certain convex-at-infinity manifolds; see also [Ven21]. It is worth mentioning that
the ideal restrictions considered in [Rit14, Rit16, Ven21] are required to be strict
contactomorphisms for some contact form.

See also [RŽ23a, RŽ23b] for analysis of the symplectic cohomology of a large
class of open symplectic manifolds W admitting special kinds of Hamiltonian
circle actions, including examples of W which are not convex-at-infinity.

1.1.2. The open string analogue. Given a Lagrangian L ⊂ W which is tangent
to the Liouville vector field at infinity, one can associate its ideal Legendrian

1One should note that [AM18, DUZ23, Can23] suppose W is a Liouville manifold
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boundary Λ ⊂ Y . In this case, we say that L is contact-at-infinity, and call Λ its
ideal restriction.

A path of contact-at-infinity Lagrangians Lt is called exact provided it is induced
by a contact-at-infinity Hamiltonian path Lt = φt(L). Every exact path has an
ideal restriction to a Legendrian isotopy. A loop of Legendrians based at Λ is
called extensible provided it is the ideal restriction of an exact loop based at L;
see §3.1 for the precise definition.

The open-string invariant corresponding to the symplectic cohomology is the
wrapped Floer cohomology HW(L); see, e.g., [AS10, Rit13, GPS20]. In this case,
we require that L is symplectically acylindrical, i.e., every map of a cylinder
[0, 1]× R/Z → (W,L) has zero symplectic area.

Our convention is that HW(L) is a colimit of Floer cohomology groups HF(L;ψt)
where ψt is a contact-at-infinity Hamiltonian system whose ideal restriction be-
comes more and more positive. We show:

Theorem 1.2. If there is an extensible positive loop of Legendrians based at the
ideal boundary of an acylindrical Lagrangian L, then the wrapped Floer cohomol-
ogy of L vanishes.

The paper of [CCDR19] proves this in the case of contractible positive loops, when
L is exact andW is a Liouville manifold. As in the closed-string case, our proof is
based on the naturality transformation trick introduced in [Ulj17, MU19, Ulj22]
and [Rit14, Rit16].

1.2. Discussion of results.

1.2.1. Existence of Reeb chords. It is well-known, using ideas of [Vit99], that the
vanishing of symplectic cohomology implies the ideal boundary Y has a closed
Reeb orbit for any choice of contact form. Thus Theorem 1.1 implies Y has
a closed Reeb orbit whenever Y admits an extensible positive loop for some
atoroidal fillingW . This is of course less general than [AFM15] which proves that
a closed contact manifold admitting any positive loop of contactomorphisms has
a closed Reeb orbit.

However, the open string analogue of this argument also holds; see [AS10, Rit13].
Therefore Theorem 1.2 implies:

Theorem 1.3. A Legendrian Λ appearing as the ideal boundary of an acylindrical
and contact-at-infinity Lagrangian L admits a Reeb chord whenever there is a pos-
itive loop based at Λ which is the ideal restriction of an exact loop of Lagrangians
based at L.

This is an immediate consequence of Theorem 1.2. Comparing with [AFM15], one
naturally wonders whether every Legendrian which is the basepoint of a positive
loop (not assumed to be extensible) has a Reeb chord for every choice of contact
form.
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1.2.2. 1-stabilizations and extensible positive loops. Restrict to the case when W
is a Liouville manifold, and fix a Liouville form λ. Define the 1-stabilization of
W to be W ′ = W ×C, equipped with the Liouville form λ′ = λ+ 1

2
(xdy − ydx).

We show that:

Proposition 1.4. The 1-stabilization of a Liouville manifold admits an extensible
positive loop.

This implies that the n-stabilizationW×Cn admits an extensible positive loop for
any n ≥ 1. In the case n ≥ 2, the existence of contractible positive loops is shown
in [EKP06, Section 3]. The loops we construct are generally not contractible, even
in the case n ≥ 2.

It is perhaps interesting to note that general convex-at-infinity manifolds cannot
be stabilized (i.e., if W is convex-at-infinity, then W × C may no longer be
convex-at-infinity). For instance, if W contains a compact symplectic manifold,
then W × C can never be exact outside of a compact set.

In §2.5 we show that every stabilization W ′ admits an extensible non-negative
loop (simply by rotating the C factor). Then the ergodic trick of [EP00] upgrades
this to imply W ′ admits an extensible positive loop; see §2.6. This completes the
proof of Proposition 1.4.

In particular, we recover the result of [Vit99, Proposition 4.5] and [Oan06, Propo-
sition 2] that 1-stabilizations have vanishing symplectic cohomology.

If L ⊂ W is a Lagrangian in a Liouville manifold W , say that L × R ⊂ W × C
is the stabilization of L. The above discussion implies any stabilized Lagrangian
is the basepoint of an extensible positive loop.

It is also noteworthy that the ergodic arguments of [EP00] can be modified to show
that the existence of a non-constant non-negative extensible loop of Legendrians
implies the existence of an extensible positive loop; see [CN16, §4.2] for further
discussion.

1.2.3. A partial order on a cover of the contactomorphism group. In [EP00]
Eliashberg and Polterovich introduced a relation on the universal cover of the
group of contactomorphisms. This relation is a partial order if and only if there
are no contractible positive loops of contactomorphisms.

It is a natural question to ask if the non-existence of extensible positive loops
gives rise to a partial order on some smaller cover of Cont(Y ). In fact such a
cover can be constructed as follows.

Let G := π1(Cont(Y )) and define:

H := {[ψt] ∈ G : ψt is extensible relative W}.
One can easily check that H is a normal subgroup of G; hence there exists a
normal covering π : Γ(W ) → Cont(Y ) with fundamental group being H and
group of deck transformations being G/H.
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By construction Γ(W ) can be identified with the set of equivalence classes of paths
in Cont(Y ) starting at id, where ϕt ∼ ϕ′

t if and only if there exists an extensible
loop ψt with ϕ

′
t = ϕt ◦ ψt. The cover Γ(W ) has a well-defined group structure by

setting [ϕt][ϕ
′
t] := [ϕtϕ

′
t], with the identity element being the class of extensible

loops. Hence a bi-invariant relation can be defined on Γ(W ) by setting id ≤ [ϕt]
if and only if [ϕt] is represented by a non-negative path of contactomorphisms.

As in [EP00], the relation on Γ(W ) is a partial order if and only if there exist
no extensible positive loops of contactomorphisms; the proof uses Lemma 2.9.
Theorem 1.1 implies that this is the case whenever SH(W ) ̸= 0.

1.2.4. Exotic symplectomorphisms associated to inextensible loops. The authors
learned the relationship between inextensible loops and exotic symplectomor-
phisms from the work of Uljarević, in particular [Ulj17, MU19, DU22].

Let Ham(W ) be the space of time-1 maps of contact-at-infinity Hamiltonian
systems; as usual, this forms a group. The topologies considered on Ham(W )
and Cont(Y ) are described in §2.1.1.

In §2.1 we recall the arguments proving Ham(W ) → Cont(Y ) is a Serre fibration.
The fiber over the identity is the group Hamc(W ) := Ham(W ) ∩ Diffc(W ). The
fibration property induces a connecting morphism:

(1) π1(Cont(Y ), 1) → π0(Hamc(W )).

It is easy to see that an inextensible loop (based at the identity) hits a non-trivial
element in π0(Hamc(W )). We call such a mapping class “exotic” in that it lives
in Hamc(W ) = Ham(W ) ∩ Diffc(W ), but cannot be generated by a compactly
supported Hamiltonian system.

An interesting question first resolved by [Sei97a] is whether there are exotic sym-
plectomorphisms which cannot be isotoped to the identity through symplectomor-
phisms (and which are smoothly isotopic to the identity); this problem is known
as the symplectic isotopy problem. His construction involves a generalized Dehn
twist which is an exotic element of Sympc(T

∗S2), and he proved (the square) of
his Dehn twist is smoothly isotopic but not symplectically isotopic to the iden-
tity element. Since Seidel’s element is compactly supported, it can be implanted
inside any symplectic 4-manifold which contains a Lagrangian 2-sphere.

In our framework, the square of Seidel’s element lives in π0(Hamc(T
∗S2)) and

is the element corresponding to the 1-periodic Reeb flow under the connecting
homomorphism (1). Interestingly enough, [Sei97a] explains that the notion of a
symplectic Dehn twist goes back to Arnol’d [Arn95]; see [Sei97a, FS05, Ulj17].

Particular interest has been paid to inextensible loops arising from autonomous
loops (note that autonomous positive loops are precisely the 1-periodic Reeb
flows); the associated element of π0(Hamc(W )) is known in the literature as a
fibered Dehn twist. This construction can be found in [Sei00, §4] (he does not
use the name fibered Dehn twists, and attributes the question to Eliashberg and
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Polterovich). The name “fibered Dehn twist” and the approach in terms of the
Serre fibration property for the ideal restriction is due to unpublished work of
Biran and Giroux. In [Sei00, Ulj17, CDvK14, MU19, DU22] it is shown (in certain
cases) that fibered Dehn twists are non-trivial in π0(Sympc(W )); sometimes, it is
even shown that the fibered Dehn twists are of infinite order in π0(Sympc(W )).

Theorem 1.1 implies that any positive loop in Cont0(Y ) is inextensible, provided
SH(W ) ̸= 0. Since positive loops remain positive under iteration, one concludes
that, if SH(W ) ̸= 0, then every positive loop induces a mapping class of infinite
order in π0(Hamc(W )).

Moreover, the atoroidal assumption of our paper allows us to upgrade this to the
following result:

Theorem 1.5. Let W be an atoroidal and convex-at-infinity symplectic manifold,
and suppose SH(W ) ̸= 0. Then every positive loop in Cont(Y ) (based at the
identity) induces a mapping class of infinite order in π0(Sympc(W )).

The trick used to upgrade non-triviality in π0(Hamc(W )) to non-triviality in
π0(Sympc(W )) uses the notion of flux (see [McD84] and [MS17, §10.2]), and the
fact that the flux group vanishes for atoroidal manifolds; see §1.2.7 for further
discussion.

Theorem 1.5 is proved in §2.7.

1.2.5. Exotic Lagrangian fillings associated to inextensible loops. There is a La-
grangian analogue of the discussion in §1.2.4, and we briefly describe the con-
struction.

As shown in §3.1.3, the ideal restriction is a Serre fibration from the space of all
contact-at-infinity Lagrangians, Lag(W ), to the space of Legendrians, Leg(Y ).

Let Lag(W ; Λ) be the fiber over Λ of the ideal restriction map Lag(W ) → Leg(Y ).
Fix a particular element L ∈ Lag(W ; Λ). The Serre fibration property induces a
connecting homomorphism:

(2) π1(Leg(Y ),Λ) → π0(Lag(W ; Λ)),

as usual: lift any loop Λt based at Λ to a path based at L and then evaluate it
at the endpoint of the path; see §3.1 for further details. Let us denote by:

[L,Λt] ∈ π0(Lag(W ; Λ))

the image of [Λt] ∈ π1(Leg(Y ),Λ) under this morphism; it is a relative version of
the symplectic mapping classes considered above. Let us say that [L,Λt] is trivial
if it is the component of π0(Lag(W ; Λ)) containing L.

Saying that Λt is extensible (relative L) implies that [L,Λt] is trivial. Under
certain assumptions the converse holds:
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Lemma 1.6. If L is acylindrical and every closed compactly supported one-form on
L can be extended to a closed compactly supported one-form on W , then triviality
of [L,Λt] implies Λt is extensible.

There is a subtlety concerning the exactness of the loop which is resolved by con-
sidering a Lagrangian version of flux; see §3.5 for further details. Unfortunately,
we require the additional assumption on the compactly supported one-forms; see
[Ono08, Sol13] for similar assumptions when considering Lagrangian flux. The
authors are unsure whether or not the conditions on the closed one-forms can be
removed. Our results yield:

Theorem 1.7. If L ∈ Lag(W ; Λ) satisfies HW(L) ̸= 0, the hypotheses of Lemma
1.6 are satisfied, and Λt is a positive loop based at Λ, then the isotopy classes
[L,Λkt] are all distinct for k ∈ Z. Consequently, π0(Lag(W ; Λ)) will contain
infinitely many elements.

Indeed, one shows that [L,Λkt] = [L,Λℓt] if and only if [L,Λ(k−ℓ)t] is trivial; if
k > ℓ the latter follows from the Lemma 1.6 and Theorem 1.2. This completes
the proof.

Theorem 1.7 is consistent with the famous result of [EP96] which states that
R2 ⊂ R4 is the unique filling of its ideal restriction, since R2 ⊂ R4 has vanishing
wrapped Floer cohomology. It is also interesting to note that we do not recover
the results of [CG22, CN22]; these results use a finer algebraic structure and
produce exotic fillings of certain Legendrian knots in the standard sphere S3

(note that all such fillings will have vanishing wrapped Floer cohomology).

1.2.6. Do Liouville manifolds with non-zero but finite-dimensional symplectic co-
homology exist? It seems to be an open question whether there is a Liouville
manifold with finite-dimensional and non-zero symplectic cohomology. Our re-
sult shows that the existence of an extensible positive loop of contactomorphisms
implies the vanishing of symplectic cohomology. Having geometric criteria which
ensure vanishing of SH simplifies the search for Liouville manifolds with finite-
dimensional and non-zero symplectic cohomology, via process of elimination.

In [Rit14, Rit16], examples of convex-at-infinity symplectic manifolds W (con-
taining symplectic spheres) are constructed so that SH(W ) is a non-zero quotient
of the quantum cohomology ring QH(W ), defined as HF(Rα

ϵt) for small ϵ > 0 for
the purposes of this discussion; see §1.3.1 for related discussion.

In the presence of holomorphic spheres, QH(W ) and SH(W ) are defined over the
Novikov field of semi-infinite sums (over Z/2) generated by symbols τA where
A ∈ R; the sums are semi-infinite in the sense that only finitely many terms
in

∑∞
i=1 τ

Ai should have Ai less than k, for every k. Then QH(W ) is finite
dimensional over this field. Therefore the examples in [Rit14, Rit16] have SH(W )
finite-dimensional and non-zero.
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The arguments in our proof of Theorem 1.1 break down in the presence of holo-
morphic spheres. Indeed, a key step in the proof is to find some system φt that
HF(φt) → SH(W ) is not surjective. Here HF(φt) is the Floer cohomology of a
contact isotopy; see §2.2.10. When there are no quantum corrections, one can
take a small negative Reeb flow φt = Rα

−ϵt in order to make HF(φt) → SH(W )
non-surjective; this is the content of Lemma 2.7. Essentially the idea is to prove
the elements in the image of HF(Rα

−ϵt) → HF(Rα
+ϵt) are nilpotent with respect

to the pair-of-pants product. This nilpotency may no longer be the case with
respect to a quantum cup product.

The authors suspect that the following dichotomy should continue to hold in the
presence of holomorphic spheres: either HF(φt) → SH(W ) is surjective for every
contact isotopy φt, or SH(W ) is infinite dimensional.

Let us introduce SHe(W ) to be the subspace of SH(W ) generated by those ele-
ments which lie in the image of HF(φt) → SH(W ) for every system φt; we call
elements in this subspace “eternal” since they are never “born.” In the language
of the persistence module considered in [Can23] the eternal elements are gener-
ated by the fully infinite bars (−∞,∞) while the quotient SH(W )/SHe(W ) is
generated by the half-infinite bars [a,∞).

Interestingly enough, it is precisely the elements of SH/SHe which are used to
construct spectral invariants ; see [Can23, §1.2.5].

In the case of an aspherical manifoldW , the arguments in §2.3.2 can be performed
and one can show that SH/SHe = 0 if and only if SH = 0 (one considers when
the unit is born). The above alternative can therefore be conjectured as:

Conjecture 1.8. For a convex-at-infinity symplectic manifold W ,

SH(W )/SHe(W )

is either zero or infinite dimensional.

Of course, in order for this conjecture to make sense, one needs to define SH(W )
in the presence of holomorphic spheres; see §1.2.7 for further discussion.

The methods in §2.4 continue to apply even in the presence of holomorphic spheres
(assuming semi-positivity or some virtual techniques). Thus one obtains: if the
ideal boundary of W admits an extensible positive loop, then SH(W ) = SHe(W ),
i.e., the alternative in Conjecture 1.8 holds for manifolds admitting extensible
positive loops.

It is perhaps interesting to compare this with [AK17, §4], which discusses the
vanishing of RFH in relation to Ritter’s non-vanishing results for symplectic co-
homology [Rit14, Rit16]; see also [RS17] for a non-vanishing result for symplectic
cohomology of monotone negative line bundles over closed monotone toric man-
ifolds; here monotone means [c1] = λ[ω] for some λ > 0.
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1.2.7. Generalization past atoroidal. The atoroidal assumption is used in a few
places in our paper. First, it is used to define SH(W ) over the field Z/2, rather
than over a Novikov field. It seems that the aspherical assumption is not enough
to ensure that SH(W ) can be defined over Z/2 because we require working with
all free homotopy classes of orbits when considering naturality transformations.

It appears that one can relax the atoroidal/aspherical assumption at the expense
of working over Novikov fields and assuming some sort of semi-positivity as in
[Rit14, Rit16] (or using some sort of virtual perturbation techniques). Such ex-
tensions are left to further research, e.g., [Dro].

Another place where the atoroidal assumption seems more essential is when con-
sidering the flux associated to symplectic isotopies which are contact-at-infinity;
it is used to argue that the flux of any loop is zero.

After the first version of this paper was posted, the authors learned2 that toroidally
montone manifolds W have a vanishing flux group (i.e., the symplectic form is
proportional to c1(W ) when integrated over any smooth 2-tori). The reason is
fairly straighforward: TW can be symplectically trivialized when pulled back to
the particular 2-tori which relevant to the computation of the flux of a loop; see
also [McD84, Theorem 1] for a more general statement. There is also an analogue
of cylindrically monotone Lagrangians L, where the symplectic form is propor-
tional to the Maslov class, and such Lagrangians have a vanishing flux group, in
the sense that any loop based at L has vanishing flux.

1.3. Examples of extensible and inextensible positive loops. We discuss various
examples of convex-at-infinity symplectic manifolds admitting extensible and in-
extensible positive loops.

1.3.1. Negative line bundles. In this section we show that prequantization bundles
can be filled in a convex-at-infinity way. The construction provides examples of
atoroidal fillings that are not Liouville fillings. The manifolds we construct are
total spaces of negative line bundles as in [Rit14, Rit16, AK17, Ven21, AK23].

Let π : Y → B be a principal S1 bundle whose Euler class is represented by a
symplectic form on B. Fix then a symplectic form ω so that:

[ω] = −2π(Euler class).

This bundle admits a connection 1-form α which is also a contact form whose
Reeb flow generates the principal S1-action (with period 2π); see, e.g., [Gei08,
Theorem 7.2.4]. As part of the construction it is shown that π∗ω = dα.

The S1-bundle π : Y → B is the unit circle bundle associated to a complex
line bundle π : W → B. The total space W can be naturally considered as a
convex-at-infinity symplectic manifold with ideal boundary (Y, kerα) as follows.

2The authors wish to thank M. Atallah and D. Rathel-Fournier for pointing this out.
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A fiberwise unitary metric on W gives rise to a radial coordinate r. The space Y
is identified with the set {r = 1} ⊂ W . The closed 2-form:

Ω := π∗ω + d(r2α)

is a symplectic form on W ; indeed, one can write it as (1 + r2)π∗ω + 2rdr ∧ α,
which is easily seen to be non-degenerate everywhere; see also [McD91, pp. 656].

Note that away from the zero-section the form Ω is given by:

Ω = d((1 + r2)α).

In particular (1+ r2)α is a Liouville form and induces the contact structure kerα
on B. Because the zero-section of W is a closed symplectic submanifold, Ω does
not admit a Liouville form on the entire total space W .

If B is symplectically atoroidal then so isW . Indeed, any torus inW is homotopic
to a torus in the zero-section, which is a submanifold symplectomorphic to B.

Similarly to case of the stabilizations considered in §2.5, the Hamiltonian:

H = 2πr2

generates an extensible positive loop (the vector field generating the ideal restric-
tion is 2πRα).

Consequently, if B is atoroidal, Theorem 1.1 ensures that the symplectic coho-
mology of W vanishes. This recovers a special case of the results of [Oan08]
and [Rit14, Corollary 2]; the latter result states that the symplectic cohomol-
ogy of the total space of a negative line bundle vanishes if c1(Y → B) is tor-
sion in the quantum cohomology ring of W (which certainly holds when W is
atoroidal, since the quantum cohomology agrees with the usual cohomology); see
also [Rit16, Ven21, BKK23].

Interestingly, [Rit14, Corollary 2] implies that SH(W ) does not vanish if the class
c1(Y → B) is not torsion in the quantum cohomology ring of W . Of course, in
order to define SH(W ) in this level of generality, one needs to deal with the effect
of holomorphic spheres; see §1.2.7. This implies that Theorem 1.1 does not hold
for arbitrary convex-at-infinity W and the presence of holomorphic spheres ruins
the vanishing result; see §1.2.6 for further discussion.

It is also interesting to compare this vanishing result with the Rabinowitz Floer
homology invariants for prequantization bundles constructed in [ASZ16, AK23].
See [AK17] which proves such a vanishing result for RFH for negative line bundles,
(even in the presence of holomorphic spheres).

1.3.2. Magnetic flows as extensible loops on the cotangent bundle of the two-
sphere. It is well known that the symplectic cohomology of a cotangent bundle
is isomorphic to the singular homology of the free loop space of the base and in
particular is non-zero; see, e.g., [AS06, Abo15]. Our results then imply that a
periodic Reeb flow on the spherical cotangent bundle is never extensible in the
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standard cotangent bundle. Nevertheless, in certain cases, the symplectic form
can be twisted with a magnetic term to provide a filling of the spherical cotangent
bundle for which the periodic Reeb flow is extensible.

Following [Sei97a, §2] and [Sei08c, §2a], we consider here the case of T ∗S2 and
construct a symplectic form Ω on T ∗S2 which coincides with the standard sym-
plectic form outside of a compact set and provides a filling of ST ∗S2 for which
the standard periodic Reeb flow is extensible.

Let σ be the area form and let r be the radial coordinate on T ∗S2 associated
to the round metric on S2. Let Σ(r0) = {r = r0}. Since SO(3) acts on S2 by
isometries, the associated canonical transformations induce an SO(3) action on
T ∗S2 which is free and transitive on each hypersurface Σ(r0).

Denote by π : Σ(1) → S2 the projection map. Since Σ(1) admits S3 as a covering
space, it has trivial second deRham cohomology, and hence π∗σ = dΠ for some
one-form Π on Σ(1). Moreover, by a standard averaging argument, we may
suppose that Π is SO(3)-invariant.

Since Π is not pulled back from the base (as σ is not exact), Π is non-vanishing
on the circular cotangent fibers, and hence Π ∧ dΠ ̸= 0, i.e., Π actually defines a
contact structure on Σ(1); indeed, one can realize Π as a prequantization contact
form of the kind considered in §1.3.1; see [AGZ18, AS23] for further discussion.

Extend Π to the complement of the zero section, using the fiberwise radial pro-
jection map. Note that dΠ = π∗σ extends smoothly to the zero section.

Let f(r) be a smooth function so f(r) = 1 for r near zero, f(r) = 0 for r
sufficiently large, and suppose −δ < f(r)f ′(r) < δ, for some small number δ.
Then define:

(3) Ω := d(λ+ f(r)Π),

where λ denotes the standard Liouville form on T ∗S2.

Lemma 1.9. The two-form Ω is a symplectic form on T ∗S2 that coincides with
the standard symplectic form when r is sufficiently large, provided δ is sufficiently
small. In particular (T ∗S2,Ω) is a filling of the standard spherical cotangent
bundle of S2.

The argument is straightforward and is given in §2.8.2.

Lemma 1.10. There exists a Hamiltonian circle action on (T ∗S2,Ω) whose ideal
restriction is the standard periodic Reeb flow on ST ∗S2, provided δ is small
enough.

See [Sei97a, Sei08c] for a proof based on the moment map associated to the SO(3)
action; see also [Bim23] for an explicit construction of a Hamiltonian function
which generates an S1 action in a similar context. Our approach is based on an
analysis of the characteristic foliations of the surfaces Σ(r) as r varies. The proof
is given in §2.8.2.
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To complete this section, we explain why our proof of Theorem 1.1 can be adapted
to show that SH(T ∗S2,Ω) is well-defined and vanishes, recovering a result of
[GM22, BR20].

The crux of the matter is that c1(T
∗S2,Ω) = 0 (this follows from the case when

Ω = dλ, and by continuity of the first Chern class with respect to deformations
of the symplectic structure). This observation implies that generically there are
no non-constant J-holomorphic spheres ; see [HS95, Proposition 2.3.(ii)], recalling
that T ∗S2 is a four-manifold. See also [Rit14, MR23] for further discussion of the
consequences of the vanishing of c1.

In particular, the arguments which rely on the aspherical assumption to avoid
holomorphic spheres will go through. We should note, however, that we require
working over the Novikov field, as explained in §1.2.7.

1.3.3. Divisor complements. Let us call any closed submanifold which is Poincaré
dual to a positive multiple of the symplectic form a symplectic divisor ; such divi-
sors exist in every symplectic manifold (with an integral symplectic form) by work
of [Don96]. It is immediate that the complement of a divisor is exact. Moreover,
the normal form for neighborhoods of symplectic submanifolds implies it has a
contact type boundary; see [McD91, Lemma 2.6]. Thus a divisor complement can
be completed to an atoroidal convex-at-infinity manifold.3 It can be seen that the
normal form of the neighborhood of a symplectic divisor is as a neighborhood in
a positive line bundle (see [McD91, Bir01]), and consequently one can find a pe-
riodic Reeb flow on the boundary of the divisor complement; i.e., one can always
find positive loops in the ideal boundaries of completed divisor complements.

In many cases it is known that completed divisor complements have non-vanishing
symplectic cohomology. For instance, if Σ ⊂ M is a symplectic divisor and ω
vanishes on all spheres in M , then the linking Reeb orbit around Σ is non-
contractible in M \ Σ and hence the unit in SH(W ) is non-zero, where W is
the completion of M \ Σ. Another instance is when Σ ⊂ CPn is the divisor cut
out by z2d0 + · · ·+ z2dn = 0, since this divisor complement contains a weakly exact
Lagrangian (namely RPn). It is a well-known result due to [Vit99] that containing
a weakly-exact Lagrangian implies non-vanishing of symplectic cohomology.

For divisors with non-vanishing symplectic cohomology, our result on symplectic
mapping classes applies and we conclude the connecting homomorphism induces
a mapping class of infinite order.

For other work on divisor complements and their symplectic cohomology, we refer
the reader to: [Bir01, Dio12, AM18, DL19b, DL19a, Mcl20, BSV22, BKK23]

1.3.4. Links of singularities of weighted homogeneous polynomials. The link of
an isolated singularity of a weighted homogeneous polynomial admits a positive

3Moreover, the divisor complement is actually Liouville, i.e., the primitive in the end extends
to the filling; see [Ops13, Gir17b, DL19b].
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loop of contactomorphisms; see [KvK16, Proposition 2.5]. Moreover, assuming
the isolated singularity at the origin is actually a critical point, the singularity has
a positive Milnor number; see [Mil68, MO70]. Consequently, the filling has non-
vanishing symplectic homology as proved in [KvK16, Theorem 6.3]; one shows
this using the result of [Vit99] which says convex-at-infinity manifolds contain-
ing weakly exact Lagrangians have non-vanishing symplectic cohomology; see
also [Sei08a, §5]. Hence Theorem 1.5 applies in this setting, and we conclude
symplectic mapping classes of infinite order.

1.4. Acknowledgements. The authors wish to thank O. Cornea, Y. Eliashberg,
E. Shelukhin, and I. Uljarević for their valuable guidance during the preparation
of this paper. The authors also wish to thank M. Atallah, D. Chen, and D. Rathel-
Fournier for clarifying discussions after the first version of this paper was posted.
The first two authors were supported in their research at Université de Montréal
by funding from the Fondation Courtois.

2. Symplectic cohomology and positive loops of contactomorphisms

Following [MU19, UZ22, Can23, DUZ23], to each system ψt ∈ Ham(W ) whose
ideal restriction has no discriminant points we associate a Floer cohomology group
HF(ψt); we describe the construction in §2.2, following the conventions in [Can23].
See §2.2.2 for definition of discriminant point.

One aspect of our definition that merits mentioning is that HF(ψt) depends only
on the time-1 map ψ1; however, various decorations such as supergradings and
action filtrations do depend on the system ψt.

There are two important relationships involving the groups HF(ψt). First, there
are the continuation maps associated to non-negative paths. Recall that a path
ψs,t is non-negative if the ideal restriction of the time-1 maps ψs,1 is a non-
negative path of contactomorphisms. In §2.2.9 we recall the definition of SH(W )
as a colimit of groups HF(ψt) with respect to continuation maps.

The second important relationship is the naturality transformation associated to
a loop φt in Ham(W ) based at the identity; see [Sei97b, §4], [Rit14, §1.2] and
[Ulj17, §2.7]. One observes that the systems ψt and φtψt have the same fixed
points at t = 1 (since φ1 = id), and so the chain complexes CF(ψt) and CF(φtψt)
are literally the same. This identity map is a chain map and the isomorphism
HF(ψt) → HF(φtψt) is called a naturality transformation; see §2.2.6 for more
details.

If the ideal restriction of φt is a non-negative loop, then the path ψs,t = φstψt is
a non-negative path and hence has an associated continuation map. The main
strategy of this paper is to compare the two morphisms HF(ψt) → HF(φtψt)
(naturality versus continuation) in such a way as to conclude the colimit SH(W )
vanishes; see §2.4.
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The argument makes use of the ring structures on symplectic and wrapped Floer
cohomologies. In particular, the strategy is to show that the unit of the respective
ring vanishes, and thus the ring is 0. In order to effectively implement this, it is
also necessary to give a practical characterization of the unit, and we will follow
[Rit13]. In §2.3 we give some brief exposition of this setup, and state the relevant
result for symplectic cohomology.

2.1. Fibration sequence of symplectomorphism groups. The goal in this section
is to explain why the ideal restriction homomorphism Ham(W ) → Cont(Y ) is
a Serre fibration. For further details, we refer the reader to [DU22, §2.3] and
[MU19, pp. 43], both of which refer to an unpublished manuscript of Biran and
Giroux; see also [Gir17a]. The paper [CKS18, §3] constructs the connecting
homomorphism as a symplectic Gromoll map and uses this to study symplectic
mapping class groups; see also [CKS18, §A] for appendix by S. Courte which
describes the Serre fibration.

In §2.1.1 we define the topologies on Ham(W ) and Cont(Y ) and in §2.1.2 we
sketch the proof of the Serre fibration property.

2.1.1. Topologizing the space of contact-at-infinity Hamiltonian diffeomorphisms.
We topologize Ham(W ) as follows. For each Hamiltonian diffeomorphism ψ and
compact set K large enough that ψ is equivariant outside of K, define Uδ(ψ,K)
to be all other Hamiltonian diffeomorphisms which are equivariant outside of K
and which remain a distance at most δ from ψ in some C∞ distance (using a
metric which is translation invariant in the convex end).

Since Ham(W ) only consists of the time-1 maps of contact-at-infinity systems,
it follows that these open sets Uδ(ψ,K) cover Ham(W ); moreover, they form a
basis for a topology. Because we use a translation invariant metric, it follows
that the ideal restriction map is continuous.

The topology has the property that, given a continuous map x 7→ φx ∈ Ham(W )
defined on a compact disk D, there exists a fixed compact set K so that φx is
equivariant outside ofK for each x ∈ D; see [Can23, §2.2.3] for related discussion.

2.1.2. Proof of the Serre fibration property. To show that the ideal restriction map
Ham(W ) → Cont(Y ) is a Serre fibration we must complete the lifting diagram:

Dn Ham(W )

Dn × [0, 1] Cont(Y )

Φ0

id×{0}

ϕ

Φ .

By inverting the time 0 map ϕ(x, 0) we obtain ϕ̃(x, t) := ϕ(x, 0)−1 ◦ ϕ(x, t), a
continuous map Dn× [0, 1] → Cont(Y ). The well-known correspondence between
contactomorphisms of Y and equivariant symplectomorphisms of SY yields a
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map ψ : Dn × [0, 1] → Ham(SY ) whose ideal restriction is ϕ̃. Let Hx,t : SY → R
denote a (smooth) family of Hamiltonian functions generating ψ.

As part of the data of a contact-at-infinity symplectic manifold W we fix a (sym-
plectic) embedding of some half space within SY to W . Using this embedding,
we can push forward the Hamiltonians Hx,t to the end of W . Cutting off by a
smooth function f : SY → R which vanishes on the negative end of our half
space, and which is identically 1 outside of a compact set, we obtain, by flowing,
a family Φ̃ of contact-at-infinity Hamiltonian symplectomorphisms of W whose
ideal restriction is ϕ̃; it is important to note that the construction yields Φ̃x,0 = id.

Then Φx,t := Φ0(x) ◦ Φ̃x,t is the required extension, completing the proof.

2.2. Floer cohomology groups for contact-at-infinity Hamiltonian systems. In this
section we define the Floer cohomology groups associated to contact-at-infinity
Hamiltonian systems.

2.2.1. Almost complex structures. Let J be the space of almost complex structures
which are ω-tame and equivariant with respect to the Liouville flow, outside of a
compact set; see [BC23, §2.1.3] and [Can23, §2.1.2] for further discussion.

2.2.2. On the role of discriminant points. In order to define Floer cohomology of
a Hamiltonian system ψt, it is necessary that ψ1 has non-degenerate fixed points.
If ψ1 is equivariant with respect to the Liouville flow, outside of a compact set
K, then every fixed point of ψ1 which lies outside of K automatically occurs in
a one-parameter family (by translation via the Liouville flow). For this reason,
we always assume that ψ1 has no fixed points outside of a compact set. Interest-
ingly enough, this condition is equivalent to the ideal restriction not having any
discriminant points ; see [Can23, §1.1.2].

2.2.3. Definition of the Floer cohomology group. Let us say that a pair (ψt, Jt)
with ψt ∈ Ham(W ) and Jt ∈ J is admissible provided the following conditions
hold:

(i) Jt+1(w) = dψ−1
1 Jt(ψ1(w))dψ1, i.e., Jt is twisted periodic,

(ii) the ideal restriction of ψ1 has no discriminant points,

(iii) all fixed points of ψ1 are non-degenerate, and

(iv) the moduli space M(ψt, Jt) of finite-energy twisted holomorphic cylinders:
w : C → W,

∂sw + Jt(w)∂tw = 0,

ψ1(w(s, t+ 1)) = w(s, t),

is cut transversally (in the usual Floer theoretic sense that the linearized operator
is surjective at all solutions). Let us denote by A× the space of admissible data,
with A referring to all choices of data satisfying (i).
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Here the energy is the symplectic area of w restricted to R× [0, 1].

See [DS93, §3] for consideration of similar twisted holomorphic cylinders.

If (ψt, Jt) ∈ A× then we define CF(ψt, Jt) to be the vector space over Z/2 gener-
ated by the (finitely many) fixed points of ψ1. The differential on CF(ψt, Jt) is
defined, as usual, by counting elements in M1(ψt, Jt)/R, where M1 denotes the
one-dimensional component; see [Can23, §2.1.4] for further discussion.

One should note that the choice of system ψt enables us to canonically associate
the transformation u(s, t) = ψt(w(s, t)) which satisfies:

u(s, t+ 1) = ψt+1(w(s, t+ 1)) = ψt(w(s, t)) = u(s, t),

i.e., u is defined on the cylinder R × R/Z. A standard computation shows that
u solves the normal Floer’s equation with Xt defined by Xt ◦ ψt = d

dt
ψt, with

respect to some periodic J̄ : R/Z → J; indeed:

(4) J̄t(u) = dψtJt(ψ
−1
t (u))dψ−1

t ;

see [Can23, §2.2] for further details.

In this fashion, we see that the differential defined using the twisted holomorphic
curves in M(ψt, Jt) is equivalent to one defined by counting solutions to Floer’s
equation on R× R/Z; see Figure 1.

output input∂su+ J̄t(u)(∂tu−Xt(u)) = 0

Figure 1. Differential is defined by counting solutions to Floer’s
equation on the cylinder.

The homology of CF(ψt, Jt) is denoted by HF(ψt, Jt), and is called the Floer
cohomology of the data (ψt, Jt). By construction, it depends only on (ψ1, Jt), a
fact which can be encoded in terms of naturality transformations ; see §2.2.6.

Typically one defines decorations on HF(ψt, Jt) (e.g., action filtrations, the dis-
tinguished subcomplex generated by contractible orbits, gradings, etc) and these
decorations a priori depend on the choice of system ψt.

2.2.4. Continuation maps. Let us call a path (ψs,t, Js,t) ∈ A, for s ∈ R, continu-
ation data provided:

(i) the ideal restriction of ψs,1 is non-negative,

(ii) ψs,t, Js,t are s-independent for s outside of a compact interval [s0, s1],

(iii) ψs0,t, Js0,t ∈ A× and ψs1,t, Js1,t ∈ A×, and,

(iv) ψs,t = ψs,1 holds for t ∈ (2/3, 1] and ψs,t = id holds for t ∈ [0, 1/3).
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For such data, we will define a continuation map CF(ψs0,t, Js0,t) → CF(ψs1,t, Js1,t).
Condition (iv) can be achieved, without loss of generality, by a time reparametriza-
tion. We also extend ψs,t to all t ∈ R by requiring ψs,t+1 = ψs,tψs,1.

Write Ys,t and Xs,t for the infinitesimal generators of ψ−s,t, i.e.,

Ys,t ◦ ψ−s,t = ∂sψ−s,t and Xs,t ◦ ψ−s,t = ∂tψ−s,t,

and observe that Ys,t = Ys,1 holds for t ∈ (2/3, 1], and Ys,t = 0 for t ∈ [0, 1/3),
while Xs,t = 0 for t ∈ [0, 1/3) ∪ (2/3, 1].

As in [Can23, §2.2.4], we define M(ψs,t, Js,t) to be the moduli space of finite
energy solutions to:{

u : R× R/Z → W,

(∂su− ρ(t)Ys,t) + J̄−s,t(u)(∂tw −Xs,t) = 0,

where ρ(t) is a smooth cut off function so that ρ(t) = 1 for t ≤ 2/3 and ρ(t) = 0
for t ≥ 1, and J̄s,t(u) = dψs,tJs,t(ψ

−1
s,t (u))dψ

−1
s,t as in (4).

It is important to note that, since Ys,t = 0 and ∂sXs,t = ∂sJs,t = 0 holds when-
ever s ̸∈ (s0, s1), solutions to M(ψs,t, Js,t) are asymptotic to solutions of the
s-independent Floer’s equation at its ends. We put the minus sign in −s so that
u is asymptotic at its right end to an orbit of the system ψs0,t, because the right
end is supposed to be the input to the continuation morphism.

Let us say that continuation data (ψs,t, Js,t) is admissible continuation data pro-
vided the moduli space M(ψs,t, Js,t) is cut transversally. Admissibility can be
achieved by perturbing ψs,t, Js,t where s ∈ (s0, s1) and t ∈ (1/3, 2/3), without
changing the ideal restriction.

Similarly to [Can23, §2.2.4], the non-negativity assumption implies an a priori en-
ergy bound, which is used to establish compactness-up-to-breaking of the relevant
moduli spaces; see §2.2.5. The result is that one obtains a chain map:

c : CF(ψs0,t, Js0,t) → CF(ψs1,t, Js1,t).

Standard arguments imply the chain homotopy class of c depends only on the
homotopy class of ψs,1 in the space of non-negative paths with fixed endpoints;
see [Can23, §2.2.8] and [Abo15, Lemma 6.13].

2.2.5. Energy estimates and the atoroidal condition. Let (ψs,t, Js,t) be admissible
continuation data, so that ψs,1 is a non-negative path. The goal in this section is
to prove elements in M(ψs,t, Js,t) satisfy an a priori energy bound.

Given u ∈ M(ψs,t, Js,t). The energy of u is defined to be the quantity

E(u) =

∫
R×R/Z

ω(∂su− ρ(t)Ys,t(u), ∂tu−Xs,t(u))dsdt;

because J̄s,t is ω-tame, the integrand is everywhere non-negative.
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Lemma 2.1. There exists a constant C = C(ψs,t, Js,t) so that E(u) ≤ C holds for
all solutions u ∈ M(ψs,t, Js,t); moreover the constant C can be taken continuous
with respect to compactly supported perturbations of ψs,t, Js,t.

Proof. Let Hs,t and Ks,t be the normalized4 generators for Xs,t, Ys,t. A direct
computation shows that:

E(u) =

∫
u∗ω +

∫
ρ(t)dKs,t(∂tu)− dHs,t(∂su) + ρ(t)ω(Ys,t, Xs,t)dsdt

=

∫
u∗ω +

∫
R/Z

H−,t(γ−)dt−
∫
R/Z

H+,t(γ+)dt−
∫
ρ′(t)Ks,t(u)dsdt+ r,

where Hs,t = H±,t holds for ±s sufficiently large, γ± are the asymptotics orbits
of u, and:

r =

∫
∂sHs,t − ρ(t)∂tKs,t + ρ(t)ω(Ys,t, Xs,t)dsdt

should be considered as a sort of contribution to the “curvature term” (in the
sense of Hamiltonian connections; see [MS12, §8]). It is a fact that:

(5) ∂sHs,t − ∂tKs,t + ω(Ys,t, Xs,t) = 0

holds pointwise; indeed, this can be proved by differentiating f ◦ψ−s,t with respect
to ∂s∂t and ∂t∂s and using Clairaut’s theorem on the equality of mixed partial
derivatives. One shows that, for s, t fixed, and where F is the Hamiltonian vector
field for f , that:

F d(∂sH − ∂tK) = Y d(X df)−X d(Y df) = F dω(X, Y ),

and hence ∂sHs,t − ∂tKs,t − ω(Ys,t, Xs,t) has vanishing derivative (for s, t fixed).
This constant is in fact zero, because we suppose H,K are the normalized gen-
erators.

Since Xs,t = 0 and Ys,t = Ys,1 (and hence Ks,t = Ks,1) holds for t ≥ 2/3, and
ρ(t) = 1 for t ≤ 2/3, it follows from (5) that r = 0. Consequently:

E(u) =

∫
u∗ω +

∫
R/Z

H−,t(γ−)dt−
∫
R/Z

H+,t(γ+)dt−
∫
ρ′(t)Ks,1(u)dsdt,

where we use that ρ′(t)Ks,t = ρ′(t)Ks,1. Each term in this formula can be bounded
independently of u. First, the symplectic area of the cylinder is bounded be-
cause of the symplectically atoroidal condition. Second, the integrals of H±,t are
bounded in terms of the maximums of H± on any compact set which contains all
asymptotic orbits (bearing in mind there are no orbits at infinity). Finally, the
generator Ks,1 is non-positive outside of a compact set, since it is the generator

4We say that H ∈ C∞(W ) is normalized if H is eventually one-homogeneous in a distinguished
connected component of the ideal boundary; this depends on an auxiliary choice of distinguished
component, which we fix once and for all. Contact-at-infinity systems can always be generated
by time-dependent normalized Hamiltonians. Normalized functions which are constant vanish
identically, since we assume W is connected.
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for ψ−s,1, and hence the final term can be bounded by the (finite) maximum of
ρ′(t)Ks,1. This completes the proof of the a priori energy bound. □

A priori estimates on C0 and C1 are discussed in §3.2.4; see also [BC23, Can23].

2.2.6. Naturality transformations. Let φt be a loop in Ham(W ) based at the
identity. The goal in this section is to construct the naturality isomorphism:

n : HF(ψt) → HF(φtψt).

We refer the reader to [Sei97b, §4] and [Ulj17, §2.7] for related discussion.

By definition, the map n acts identically on CF(ψt) = CF(φtψt). Recalling that
the differential counts solutions to the equation in §2.2.3, we similarly conclude
that the differentials are the same for CF(ψt) = CF(φtψt), and hence n is a chain
isomorphism.

Similarly, if ψs,t is any path of systems to that s 7→ ψs,1 is non-negative, then the
continuation map associated to φt ◦ψs,t from CF(φtψ0,t) to CF(φtψ1,t) commutes
with the continuation map CF(ψ0,t) → CF(ψ1,t) with respect to the naturality
transformations; indeed, as above, the moduli spaces used are literally the same,
since they depend only on the restriction to t = 1.

2.2.7. Digression on the definition of a colimit. We digress for a moment on the
category theoretic definition of colimit. If F : A → B is a functor, consider the
data of (i) an object b ∈ B and (ii) a morphism sa : F (a) → b for each a ∈ A, so
that the following triangle commutes for all µ : a→ a′:

F (a) F (a′)

b

F (µ)

sa sa′

Given two such data (b, s) and (b′, s′), one considers morphisms b → b′ so that
the following triangle commutes for all objects a ∈ A:

b b′

F (a)

sa s′a

This defines an auxiliary category associated F whose objects are data (b, s) and
whose morphisms are as above; this category is an example of a comma category ;
see [Mac71].

If this auxiliary category has an initial object then we say the object is the
colimit of F . This is the universal property for the colimit. See [Alu09, §I.5.1
and §VIII.1.4] for more details. If such an object always exists for any choice of
functor F , B is called cocomplete.
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It is a standard exercise in category theory to show that the category of vector
spaces is cocomplete.

2.2.8. Cofinal functors. Let B be a cocomplete category, and let F : A → B be
a functor with colimit colim(F ). Let C be small, and N : C → A be a functor;
typically we will take C = N to be the category with a single morphism n → m
whenever n ≤ m (and zero morphisms otherwise).

By the universal property for the colimit, there is always a morphism:

(6) colim(F ◦N) → colim(F ).

In this section we give sufficient criteria on N for (6) to be an isomorphism. Such
N are called cofinal ; see [Mac71, §IX.3].

Let us say that N : C → A is filtering provided:

(i) for all objects a, there exists some morphism a→ N(c) for some c ∈ C,

(ii) for every pair of morphisms f, g : a→ N(c) there is c′ ∈ C, h : c→ c′ such
that N(h) ◦ f = N(h) ◦ g.
The significance of this condition is that it gives a criterion for cofinality:

Lemma 2.2. Filtering functors are cofinal.

Proof. The strategy is to produce an inverse to the natural map (6) by applying
the universal property to the maps yielded by the filtering property.

By property (i), for any a there is a map F (g) : F (a) → F (N(c)) for some
c ∈ C, and moreover by property (ii), the induced map F (a) → colim(F ◦N) is
independent of the choice of map a → N(c). We thus obtain a canonical map
colim(F ) → colim(F ◦ N), which by construction provides factorizations of the
identity maps colim(F ) → colim(F ), and colim(F ◦N) → colim(F ◦N). It follows
that the map (6) is an isomorphism. □

2.2.9. Symplectic cohomology as a colimit. Consider the small category ∆ whose
objects are admissible data (ψt, Jt) for defining the Floer complex, and whose
morphisms (ψ0,t, J0,t) → (ψ1,t, J1,t) are homotopy classes of extensions ψs,t so
that ψs,0 = id and the ideal restriction of ψs,1 is a non-negative path of contacto-
morphisms.

Define a functor from ∆ into the category of Z/2-vector spaces by assigning
(ψt, Jt) to the Floer cohomology HF(ψt, Jt), as defined in §2.2.3. To each mor-
phism (i.e., homotopy class of maps ψs,t), the continuation map associated to ψs,1

gives a morphism HF(ψ0,t, J0,t) → HF(ψ1,t, J1,t). By construction, and the fact
continuation maps are invariant under homotopies, this prescription is functorial.

Define SH(W ) to be the colimit of this functor HF : ∆ → Vect; in §2.2.11 we
explain how to compute this colimit.
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2.2.10. The Floer cohomology associated to a contact isotopy. Let ζt be a contact
isotopy of Y with ζ0 = id. One can consider the subcategory ∆(ζt) ⊂ ∆ of all
systems (ψt, Jt) so that the ideal restriction of ψt equals ζt.

Between any two objects (ψ0,t, J0,t) and (ψ1,t, J1,t) in ∆(ζt) there is a canonical
morphism in ∆, namely, the homotopy class of an extension ψs,t so that the
ideal restriction of ψs,t equals ζt. Such an extension exists (and is unique up to
homotopy through such extensions) by the Serre fibration property §2.1.

ψ0,t

id

ψ1,t

ψs,1

Figure 2. A morphism between two contact-at-infinity systems is
a homotopy class of extensions of ψ0,t, ψ1,t to ψs,t. The restriction
to the top t = 1 is required to be non-negative with respect to s.

Thus ∆(ζt) has an exceptionally simple category structure (exactly one mor-
phism between any two objects).5 We can define HF(ζt) as either the limit or
colimit of HF(ψt, Jt) over ∆(ζt), and in either case HF(ζt) is isomorphic to any
representative HF(ψt, Jt). This is the definition given in [Can23, §2.2.1].

One can define a category ∆′ whose objects are contact systems ζt so that ζ1 does
not have any discriminant points and whose morphisms are homotopy classes of
extensions ζs,t so that ζs,1 is positive, similarly to the definition of ∆. By the
functoriality of continuation morphisms, the assignment of ζt to HF(ζt) is itself
a functor ∆′ → Vect.

To be concrete, given representatives (ψ0,t, J0,t) and (ψ1,t, J1,t) for ζ0,t and ζ1,t, one
lifts ζs,t to an extension ψs,t using the Serre fibration property, thereby obtaining
a morphism in ∆. The resulting map:

HF(ψ0,t, J0,t) → HF(ψ1,t, J1,t)

commutes with the continuation maps in ∆(ζ0,t) and ∆(ζ1,t), and hence induces
a map on their colimits HF(ζ0,t) → HF(ζ1,t).

Via this process we can remove the dependence on Jt and on the precise choice of
extension of ζt to ψt. In the rest of this paper, we will simply refer to HF(ζt), and
sometimes HF(ψt) when we want to emphasize a particular choice of extension
of the ideal restriction ζt.

It follows in a straightforward manner that the colimit of this functor ∆′ → Vect
is isomorphic (in a natural way) to SH(W ), as defined in §2.2.9.

5Such a category is sometimes called an indiscrete groupoid. The structure is also closely related
to the connected simple systems of [Con78, §III.5.3].
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2.2.11. Dominating sequences. We would like to compute SH(W ) using a smaller
category than the entirety of ∆′, since this contains more objects and morphisms
than are feasible to work with. We give here some criteria for this.

Let N be the category with objects the natural numbers, and morphisms given by
the ≤ relation. Let N : N → ∆′ be a functor. Let ψi,s,t : N(i) → N(i+ 1) denote
(representatives) of the morphisms in the sequence. Note that ψi,0,t = N(i), and
ψi,1,t = N(i+ 1). By convention we will suppress the parameter t when referring
to the object N(i). Call N dominating if there a C∞ open set U of the constant
paths so that ψi,s,1νs is positive for all paths νs in U and for all i.

Lemma 2.3. Dominating N are filtering in ∆′ and thus are cofinal.

Proof. First we show property (i) of filtering. If µt is any system, then we can
write N(1)−1µt as a composition ν1,t . . . νk,t of systems so that:

s 7→ ψi,s,1ν
−1
i,s

is positive for each i = 1, . . . , k, provided k is large enough; this uses the domi-
nating condition and that any open set U in the group of paths t 7→ νt ∈ Cont(Y )
containing ν0 = id generates the entire group of isotopies (a familiar property of
connected topological groups; the union of U ∪ U2 ∪ . . . is open and closed).

In this way we define a family of objects Mµ(i) := N(i)ν−1
i−1,t . . . ν1,tN(1)−1µt,

with Mµ(1) = µt, and morphisms between them given by the squares:

ξi,s,t = ψi,s,tν
−1
i,stν

−1
i−1,t . . . ν

−1
1,tN(1)−1µt = ψi,s,tνi,stN(i)−1Mµ(i),

for (s, t) ∈ [0, 1]2. A bit of thought reveals that:

ξi,1,t = ξi+1,0,t = Mµ(i+ 1),

since ψi,1,t = ψi+1,0,t = N(i+ 1).

Notice that Mµ(k + 1) = N(k + 1), since ν−1
k,t . . . ν

−1
1,tN(1)−1µt = id, by con-

struction. The composition of the morphisms ξi,s,t as i = 1, . . . , k is therefore a
morphism from the original system µt to N(k + 1). It follows that property (i)
holds.

N(1) N(2) N(3) N(4) N(5) N(6) N(7)

µt = Mµ(1)

Mµ(2)

Mµ(3)

Mµ(4)

Mµ(5)

Figure 3. Figure used in proof of (i) with k = 5.

With this established it remains to show property (ii).



EXTENSIBLE POSITIVE LOOPS 23

Let µt some admissible data and, as above, let ψ1,0,t = N(1). Any two morphisms
from µt to N(1) are represented by squares µ0

s,t and µ1
s,t with µi

0,t = µt and

µi
1,t = N(1), for i = 0, 1. For simplicity, we only consider morphisms to N(1); the

general case (two morphisms into N(k)) follows from the same argument.

It is clear that there is some extension µη
s,t satisfying:

(i) µη
s,0 = id for all η, s,

(ii) µη
0,t = µt and µ

η
1,t = N(1) for all η.

The requirement that s 7→ µη
s,1 is non-negative for all η cannot be guaranteed.

However, if k > 0 is sufficiently large, then we can ensure that:

s ∈ [0, 1] 7→ ψi,s,1N(1)−1µη
(s+i−1)/k,1 is positive for each i = 1, 2, . . . , k,

and for all η. This is because the rescaling by factor 1/k eventually makes
µη
(s−i−1)/k,1 arbitrarily close to a constant path, and the sequence is dominating.

Consider now the family ξηs,t defined for (η, s, t) ∈ [0, 1]× [0, k]× [0, 1] given by:

ξηs,t = ψs−[s]+1,[s],tN(1)−1µη
s/k,t,

where s 7→ [s] denotes the truncation R → R/Z. In words, we divide [0, k]× [0, 1]
into k squares, and on the ith square ξηs,t equals ψi,[s],tN(1)−1µη

s/k,t. The formula

for ξηs,t is continuous, and can be made smooth by appropriately reparametrizing
the s coordinate using cut-off functions; we leave the details of this smoothing to
the reader.

One checks that:

(i) ξη0,t = µη
0,t = µt,

(ii) ξηk,t = N(k + 1), since ψk+1,0,t = N(k + 1) and µη
1,t = N(1),

(iii) the restriction ξηs,1 is positive for all η.

Therefore, ξηs,t defines a homotopy between two representatives of morphisms
µt → N(k + 1) in ∆, i.e., the morphisms induced by ξ0s,t and ξ

1
s,t are the same.

Note that we think of rectangles [0, k] × [0, 1] as defining k fold compositions
of morphisms; since rectangles are considered up to homotopy when defining
morphisms, we implicitly reparametrize the s coordinate to have length [0, 1]
when referring to the morphism given by ξηs,t.

Finally, consider the deformation of maps on [−1, k]× [0, 1] given by:

ξ0,τs,t =

{
µ0
τβ(s+1),t −1 ≤ s ≤ 0

ψs−[s]+1,[s],tN(1)−1µ0
(1−τ)s/k+τ,t 0 ≤ s ≤ k,

where β : R → [0, 1] is an increasing cut-off function so β(x) = 0 for x ≤ 0 and
β(x) = 1 for x ≥ 1. The restriction to the s-axis is non-negative for each τ , since
µ0
s,t is presumed to be non-negative. One checks that ξ0,τs,t is continuous, and,
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when τ = 1 we have:

ξ0,1s,t =

{
µ0
β(s+1),t −1 ≤ s ≤ 0

ψs−[s]+1,[s],t 0 ≤ s ≤ k,

This equals to the k+1-fold composition of morphisms, from µt to N(1) via µ0
s,t,

then to N(2), etc, until N(k + 1).

A similar argument constructs ξ1,τs,t , so that ξ1,τs,t = ξ1s,t and so ξ1,1s,t equals a similar

k + 1-fold composition of morphisms, starting instead with µ1
s,t from µt to N(1).

Since ξ1s,t and ξ
0
s,t define the same morphism (as shown above), it follows that the

two k+1-fold compositions are equal, which is exactly the filtering property (ii).
This completes the proof. □

One obvious dominating sequence is simply Rα
xnt where xn is increasing with a

minimal gap xn+1 − xn > ϵ, and so that xn is never a period of a closed α-Reeb
orbit. The morphisms are given by the interpolation ξs,t = Rα

(1−s)xnt+sxn+1t
.

Similarly, the sequence with N(1) = ψt any non-degenerate contactomorphism
and all subsequent objects (and morphisms) given by composing with a strictly
positive loop of contactomorphisms φt is also dominating; such a sequence is
considered in §2.4.

2.3. PSS and the unit in symplectic cohomology. Let Rα
s be the time s Reeb flow.

Autonomous systems whose ideal restriction is Rα
s are the systems considered in

[Rit13], (although with different notation).

In this section we describe the pair-of-pants product and the unit for symplectic
cohomology following [Rit13, §6]; see also [Sch95, Sal99, Sei15, AAC23]. The
product is defined by counting solutions to Floer’s equation modeled on a pair of
pants surface (thrice punctured sphere) with two ends marked as inputs (positive)
and one as an output (negative). Such a count defines, for slopes a, b > 0, a
homomorphism:

HF(Rα
at)⊗ HF(Rα

bt) → HF(Rα
(a+b)t).

Taking colimits yields a map SH(W )⊗ SH(W ) → SH(W ), which endows SH(W )
with the structure of a unital ring; see [Rit13, Theorems 6.1, A.10, A.12, A.14].

The same construction also gives HF(Rα
ϵt) the structure of a unital ring when ϵ

is sufficiently small – one uses that for ϵ sufficiently small there is a continuation
isomorphism HF(Rα

ϵt) ≃ HF(Rα
2ϵt). In particular, the colimit map is a unital ring

homomorphism:
c : HF(Rα

ϵt) → SH(W ).

In [Rit13, §6.8, §6.9, §15] it is shown that the PSS map H∗(W ) → HF(Rα
ϵt) is a

ring isomorphism where H∗(W ) carries the usual cup product and ϵ is sufficiently
small; see §2.3.2 further discussion of the PSS map.
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Thus the induced map H∗(W ) → SH(W ) is a unital ring homomorphism. In
particular, the unit in symplectic cohomology is the image of the unit of ordinary
cohomology ([Rit13, §6.8]).

The above can be summarized by the following:

Theorem 2.4 ([Rit13, Theorems 6.1, 6.6, A.14]). For W a Liouville manifold,
the symplectic cohomology, SH(W ), with the “pair of pants product” is a graded-
commutative ring with unit. Moreover there is a (unital) ring homomorphism:

(7) H∗(W ) ∼= HF(Rα
ϵt) → SH(W ),

where H∗(W ) is equipped with the cup product.

2.3.1. Subcomplex generated by contractible orbits. Technically [Rit13] works in
the context of Liouville manifolds. However, it is straightforward to show that
one has the required energy bounds (without the need to use Novikov coefficients)
when defining the product:

µ : HF0(R
α
at)⊗ HF0(R

α
bt) → HF0(R

α
(a+b)t),

for a, b > 0 where HF0 denotes the subcomplex spanned by the contractible orbits.
One uses fixed cappings of contractible orbits to obtain a priori bounds on the
symplectic areas of pairs-of-pants. One only needs the aspherical condition for
this a priori energy bound to hold.

In particular, we conclude the following corollary which is all that we will need
from the pair-of-pants product:

Corollary 2.5. Let W be a symplectically aspherical and convex-at-infinity man-
ifold. Then SH0(W ) is a unital ring, and the continuation map:

H∗(W ) ≃ HF0(R
α
ϵt) → SH0(W )

is a ring homomorphism provided ϵ > 0 is smaller than the minimal period of a
closed α-Reeb orbit.

In this case we should mention that HF0(R
α
ϵt) ≃ HF(Rα

ϵt) if ϵ is small enough.

2.3.2. PSS maps and comparison with Morse cohomology. Let f be a Morse func-
tion on W which is non-vanishing and 1-homogeneous in the convex end (so all
the critical points lie in a compact set). As in Floer cohomology, one defines
Morse cohomology HM∗(f) by counting negative gradient flow lines whose input
is the asymptotic at s = +∞.

Theorem 2.6. Let f± be 1-homogenous and positive, resp., negative, in the convex
end. There is a commutative diagram:

HM∗(f−) HM∗(f+)

HF(Rα
−ϵt) HF(Rα

ϵt),
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where the vertical maps are the PSS morphisms, as in [Rit13, FS07], and the
horizontal maps are induced by continuation maps.

See [CFO10, Proposition 1.3] for a related statement. Note that the left hand
vertical map in the above diagram goes in the opposite direction to the usual PSS
map. This is because we work with negative slope, and must continue to slope 0
when defining the PSS map. That the above diagram commutes follows from a
breaking/gluing analysis analogous to that involved in the proof that the PSS map
in the closed case is an isomorphism as in [PSS96], and the usual compatibility
with continuation; see Figure 4. See also [BC07, BC09a, BC09c, BC09b] for
similar arguments considering configurations involving Morse flow lines in Floer
theory.

As explained in §2.3, the vertical map on the right hand side of the above diagram
is an isomorphism if ϵ is smaller than the minimal period of a closed Reeb orbit;
see [Rit13, FS07] for the proof. The same follows on the left hand side, by carrying
out the same procedure, just reversing the spiked disks, holomorphic curves, and
flow lines at all stages (taking negative slope to positive slope).

Figure 4. The moduli spaces used to prove Theorem 2.6. These
induce morphism HF(R−ϵt) → HF(Rϵt) by considering the positive
puncture as the input.

PSS for Rα
+ϵ

x′(s) = ξs(x(s))
PSS for Rα

−ϵ

Figure 5. More detailed view of the third piece of Figure 4.

One subtlety which should be mentioned is that the flow line appearing in the
third part of Figure 4 is a continuation line interpolating from −∇f+ (on the left)
to −∇f− (on the right). The fourth piece in Figure 4 is a breaking interpreted
as the composition:

HF(Rα
−ϵt) → HM(f−) → HM(f+) → HF(Rα

ϵt),

going from right to left as per the cohomological conventions used in this paper.

More precisely, if:
ξs = −∇f+ + β(s)(∇f+ −∇f−),
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the third part of Figure 4 has a flow line for ξs over the region s ∈ [−ℓ, ℓ]. Here
ℓ is considered as a parameter, so that ℓ = 0 describes the configurations shown
in the second part of Figure 4, and ℓ→ ∞ describes the fourth part of Figure 4;
see Figure 5 for more details.

We should remark that any flow line for ξs over [−ℓ, ℓ] whose endpoints remains
in a compact set K will remain in some other compact set K ′, independently of
how large ℓ is. This is not the case for flow lines of, e.g., −ξs.

2.3.3. When is the unit born? As a consequence of Theorem 2.6 and the discus-
sion in §2.3.2, the image of the continuation map HF(Rα

−ϵt) → HF(Rα
ϵt) consists

entirely of nilpotent elements with respect to the pair-of-pants product. Indeed,
this holds because HM(f+) → HF(Rα

ϵt) is a ring homomorphism and the image
of HM(f−) → HM(f+) consists of nilpotent elements, by degree considerations.

In particular, if SH0(W ) ̸= 0, then the map HF(Rα
−ϵt) → SH0(W ) does not hit 1

(because 1 ̸= 0 is not nilpotent). One implicitly applies Corollary 2.5.

Referring to the barcode associated to the persistence module Vs = HF(Rα
st),

there is a half-infinite bar corresponding to 1 which is born at parameter s = 0;
see [Can23, §2.5] for related discussion.

This observation that HF(Rα
−ϵt) → SH(W ) is not surjective when the unit is

nonzero is crucial in the proof of Theorem 1.1. Indeed, we have:

Lemma 2.7. The continuation morphism HF(Rα
−ϵt) → SH(W ) is not surjective if

SH(W ) ̸= 0.

Proof. If SH0(W ) ̸= SH(W ), then HF(Rα
−ϵt) → SH(W ) is not surjective by con-

sideration of the free homotopy classes of orbits (since HF(Rα
−ϵt) = HF0(R

α
−ϵt) for

ϵ small enough). If SH0(W ) = SH(W ), then we can use the fact that SH0(W ) ̸= 0
if and only if the unit is non-zero. The preceding “nilpotency” argument shows
that a non-zero unit is never in the image of HF(Rα

−ϵt) → SH(W ). This completes
the proof. □

2.4. The twisting trick. We follow the strategy of [Ulj17, MU19]; see also [Rit14]
and [Rit16, Theorem 2.3].

Let φt be a loop in Ham(W ) based at 1 whose ideal restriction is positive (i.e., an
extensible positive loop). Fix ψt to be any admissible contact-at-infinity system.

Define:
ψk
t := φt ◦ · · · ◦ φt ◦ ψt,

and also define ck to be the continuation map HF(ψk
t ) → HF(ψk+1

t ) given by the
path µs,t = φstψ

k
t . As discussed in 2.2.11, the sequence ψk

t is dominating, and
thus cofinal. Using this sequence ψk

t , we will show that SH(W ) = 0.

Applying the naturality isomorphism n : HF(ψ0
t ) → HF(ψk

t ), one concludes that
the all of the vector spaces HF(ψk

t ) have the same dimension, say d. It follows
easily that dimSH(W ) ≤ d. Moreover, because naturality maps commute with
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continuation maps (as in §2.2.6), the following diagram is commutative:

HF(ψ0
t ) SH(W )

HF(ψk
t ) SH(W ).

n

c

id

c

By taking k sufficiently large, we can ensure that the lower continuation map is
surjective (becuase the dimension of SH(W ) is finite), and thereby conclude that
the upper continuation map is also surjective, as desired. However, if SH(W ) ̸= 0,
then we have seen in Lemma 2.7 that, if ψ0

t = Rα
−ϵt, then the natural map

HF(ψ0
t ) → SH(W ) is not surjective. Thus we conclude Theorem 1.1.

2.5. Stabilizations and non-negative extensible loops. Every stabilization admits
a non-negative extensible loop:

Lemma 2.8. The loop of Hamiltonian diffeomorphisms:

Φt : W
′ → W ′ given by (p, z) 7→ (p, e2πitz).

is contact-at-infinity and has a non-negative ideal restriction.

Proof. The loop Φt is generated by the Hamiltonian H(p, z) = π|z|2, which is 1-
homogeneous with respect to the Liouville flow. Since the generating Hamiltonian
is non-negative at infinity, the desired result follows. □

2.6. The ergodic trick of Eliashberg-Polterovich. A special property of the group
of contactomorphisms and its universal cover is that the existence of a non-
negative loop implies the existence of a strictly positive loop; see [EP00, Propo-
sition 2.1.A]. Moreover, if the original non-negative loop is contractible, then the
resulting positive loop will also be contractible. In this subsection we show that
a similar property holds for extensible loops.

Lemma 2.9. Let ϕt be an extensible non-negative loop of contactomorphisms of
the ideal boundary Y of a Liouville manifold (W,λ). Then there is an extensible
positive loop of contactomorphisms based at the identity.

Proof. The Serre fibration property for the ideal restriction implies that ψt being
an extensible loop depends only on the free homotopy class [ψt] in Cont(Y, ξ).
Moreover, it suffices prove the existence of an extensible positive loop ψt based
at any point in Cont0(Y ), as ψtψ

−1
0 will be extensible and based at the identity.

Let ϕt be an extensible non-negative loop of contactomorphisms. Using the con-
struction from the proof of [EP00, Proposition 2.1.A] one obtains a positive loop
ψt as a composition of conjugates of time shifts of the original loop ϕt, where we
conjugate by elements in Cont0(Y, ξ).

From this construction, one observes that the free homotopy classes of the loops
are related by [ψt] = [ϕk

t ] for some positive integer k (since the conjugation of a
loop by an element of Cont0(Y, ξ) does not change the homotopy class). Since
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ϕk
t is extensible, ψt is also extensible, and hence we have furnished an extensible

positive loop, as desired. □

2.7. Exotic symplectomorphisms and the flux. The goal is to prove Theorem 1.5.
Thus, let ψt be an isotopy in Ham(W ) based at the identity whose ideal restriction
is a positive loop. Then [ψ1] represents a mapping class which is known to be
non-trivial in π0(Hamc(W )), because of Theorem 1.1; it remains to explain why
it is non-trivial in π0(Sympc(W )).

Arguing by contradiction, suppose that [ψ1] is trivial in π0(Sympc(W )); then
there exists some compactly supported symplectic isotopy µt so that µ1 = ψ1; as
usual we assume that µt+1 = µtµ1.

The key idea is that µt has vanishing flux because W is atoroidal. This in turn
implies that there is a compactly supported isotopy ηt so that:

(i) η1 = µ1 (same endpoints),

(ii) ηt is Hamiltonian.

Once we establish the existence of such a deformation, we obtain the desired
contradiction, since then η−1

t ψt is a loop in Ham(W ) whose ideal restriction is a
positive loop (contradicting Theorem 1.1 since we assume SH(W ) ̸= 0).

2.7.1. Vanishing flux and the existence of a deformation through loops. We show
the existence of a deformation ηt satisfying (i), (ii).

Define the flux one-form via the formula:

Fτ := F (µt; τ) =

∫ τ

0

µ∗
t [ω(−, Xt)]dt,

where Xt is the generator of µt. This is a closed, compactly supported one-form
of W . It is well-known that, if Γ is a loop, then:∫

Γ

Fτ = ±
∫
Γ×[0,1]

ω,

where Γ × [0, 1] is shorthand for the cylinder obtained by flowing Γ by µt. In
particular, since W is atoroidal, F1 is an exact one-form. Indeed, the symplectic
area of (s, t) 7→ µt(Γ(s)) equals the symplectic area of (s, t) 7→ ψt(Γ(s)) since
ψ1 = µ1; the latter symplectic area vanishes because ψt is Hamiltonian.

The results of [MS17, §10.2] then imply that there is a compactly supported
Hamiltonian isotopy ηt so that η1 = µ1, as desired. This completes the proof of
Theorem 1.5.

2.8. Some analysis of the magnetic two-sphere. We prove Lemmas 1.9 and 1.10.

2.8.1. Non-degeneracy of the magnetic symplectic structure. This section is con-
cerned with the proof of Lemma 1.9. It is clear that Ω, as defined in (3), extends
smoothly to the zero section, as f ′(r) = 0 for r small enough. Moreover, Ω = dλ
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for r large enough. It remains only to show that Ω is non-degenerate; one com-
putes:

(8) Ω = dλ+ f(r)dΠ + f ′(r)dr ∧ Π,

and thus:

(9) Ω ∧ Ω = dλ ∧ dλ+ 2f(r)f ′(r)dr ∧ Π ∧ dΠ;

most of the diagonal and cross terms vanish; one slightly subtle part uses that
Π ∧ dλ and λ ∧ dΠ vanish pointwise when restricted to Σ(r). Indeed, since their
difference is exact and both are SO(3)-invariant, it is sufficient to prove λ ∧ dΠ
vanishes, which holds since dΠ is proportional to dq1 ∧ dq2 in local canonical
coordinates.

To prove (9) is nowhere zero, it is convenient to introduce the exponential coor-
dinate r = es so that λ = esα. Then:

Ω ∧ Ω = 2dr ∧ (esα ∧ dα + f(r)f ′(r)Π ∧ dΠ).

This is non-degenerate if δ is small enough, as desired.

2.8.2. A Hamiltonian S1 action in the presence of a magentic field. The goal is
to prove Lemma 1.10. As in the proof that Ω is non-degenerate, it is convenient
to introduce exponential coordinates r = es, and λ = esα.

The restriction of Ω to Σ(r) equals:

d(esα + f(es)Π) = esdα + f(es)dΠ.

To analyze the kernel of this, we introduce two vector fields: let R and Y be the
unique SO(3)-equivariant vector fields on Σ(1) spanning the kernels of dα and
dΠ, respectively, and satisfying Π(Y ) = 1 and α(R) = 1. Both of these are in fact
Reeb vector fields for different contact structures on Σ(1). Since dα(Y,−) and
dΠ(R,−) are proportional (both vanish on the span of Y and R), it follows there
is a non-zero constant A so that Adα(Y,−) = dΠ(R,−). One can presumably
find the value of A, however we will not require this for our argument.

Extend R, Y to the complement of the zero section by fiberwise radial projection.
Then the vector field:

(10) X = −Af(es)Y + esR

spans the characteristic foliation of each Σ(r) hypersurface. Moreover, the restric-
tion of X to each hypersurface is SO(3)-equivariant, and hence (by knowledge of
the SO(3)-equivariant vector fields on SO(3)), the flow by X is periodic on each
hypersurface (with varying periods).

First we show that X is Hamiltonian, and then we explain how to renormalize
its flow so as to define a circle action. Since X spans the characteristic foliation
of each hypersurface, we have that:

Ω(−, X) = Ω(∂s, X)ds = (esα(X) + esf ′(es)Π(X))ds.
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It is clear that α(Y ) = 0 (since Y points along the cotangent fibers) and Π(R) = 0,
since Π∧dα = 0 (as explained in the proof of Lemma 1.9) and R spans the kernel
of dα. Thus:

2Ω(−, X) = 2(e2s − Aesf ′(es)f(es))ds = d(e2s − Af(es)2),

and so H = e2s − Af(es)2 satisfies XH = 2X.

Assume that δ is small enough that e2s −Af(es)2 has a uniformly positive deriv-
ative, and let p(h) > 0 be the period of the flow by XH on the level set {H = h}.
From the formula for X in (10) it is clear that p(h) is bounded from below (unlike
the non-magnetic case).

The minimum value of H is −A, and p(h) extends smoothly to [−A,∞), because
the formula for X extends smoothly to a vector field on the compactification
[0,∞)× Σ(1) obtained by setting r = es.

Let k : [−A,∞) → R be an antiderivative for 1/p(h), and then let

K = k(H) =⇒ XK = k′(H)XH ,

so that XK is 1-periodic and Hamiltonian. Moreover, since H and k are smooth,
so is K. For this we needed to know that 1/p(h) was smooth near h = −A, a
fact which does not hold without the magnetic contribution.

Finally note that XK agrees with R outside of a compact set, completing the
proof of Lemma 1.10.

3. Wrapped Floer cohomology and positive loops of Legendrians

In this section we develop the open string theory; in §3.4 we complete the proof
of Theorem 1.2 and in §3.5 we analyze the Lagrangian analogue of the flux and
prove Theorem 1.7.

3.1. Serre fibration property for the Lagrangian ideal restriction. As explained in
§1.2.5, there is a Serre fibration Lag(W ) → Leg(Y ), where:

(i) Lag(W ) is the space of Lagrangians which are contact-at-infinity, i.e., which
are tangent to the Liouville vector field at infinity,

(ii) Leg(Y ) is the space of Legendrians in Y ;

see §3.1.1 for the topology on these spaces and §3.1.3 for the proof of the Serre
fibration property. We denote by Lag(W ; Λ) the fiber over Λ.

The ideal restriction morphism is straightforward to define: intersect L with the
complement of a large starshaped domain and then project to the ideal boundary.
Our assumptions ensure that the ideal restriction is a Legendrian.

3.1.1. The topology on the space of contact-at-infinity Lagrangians. The state-
ment that the above sequence is fibrant necessarily involves some topology on
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the sets of Legendrians and contact-at-infinity Lagrangians. We will now de-
scribe these spaces precisely.

For a closed contact manifold (Y, ker(ξ)), the space of Legendrians Leg(Y ) carries
the C∞ topology (i.e., the topology induced by Legendrian isotopy).

When W is a convex-at-infinity symplectic manifold, we topologize Lag(W ) with
the C∞ topology; the precise definition is similar to the one in §2.1.1.

It is also important to consider Lagx(W ) which is the same underlying set but
with the more restrictive Hamiltonian topology. The Hamiltonian topology on
the space of Lagrangians is such that every continuous map from a disk L : D →
Lagx(W ) extends to φ : D → Ham(W ) in such a way that φx(L(0)) = L(x). The
identity map Lagx(W ) → Lag(W ) is continuous (but not vice-versa); moreover,
the connected component of L in Lagx(W ) only contains those Lagrangians which
are isotopic to L via a contact-at-infinity system. We refer the reader to [Sei08c,
Remark 1.1] for related discussion; the space Lagx(W ) is similar to the space L

considered in [Che00].

Note that the Hamiltonian topology agrees with the C∞ topology whenever the
underlying submanifold has vanishing first cohomology, relative its end. One
obstruction to realizing a Lagrangian isotopy by an ambient Hamiltonian isotopy
is the class in H1(L, ∂L) induced by the time derivative of the isotopy (this is a
relative version of the flux); see §3.5 for further discussion.

If Lagx(W ) → Leg(Y ) is a Serre fibration, then, since Lagx(W ) → Lag(W ) is
continuous, the map Lag(W ) → Leg(Y ) will also be a Serre fibration. Thus we
will focus on proving that Lagx(W ) → Leg(Y ) is a Serre fibration.

3.1.2. Parametric isotopy extension. As a consequence of the definition in §3.1.1,
for any L ∈ Lag(W ), the map:

Ham(W ) → Lagx(W )

given by ϕ 7→ ϕ(L) is a Serre fibration. This can be thought of as a variant of
the isotopy extension theorem.

It is an immediate consequence of the parametric isotopy theorem for Legendrians
that Leg(Y ) is the same space as the translation-invariant Lagrangians of SY
equipped with the Hamiltonian topology. We refer the reader to [Tra97, §2.3] and
[Gei08, §2.6] for a proof of the isotopy extension theorem in the case of a single
Legendrian; the argument can be repeated nearly verbatim over the parameter
space to obtain the parametric version.
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3.1.3. Serre fibration property. In order to prove that the ideal restriction is a
Serre fibration we must fill in the lifting diagram:

Dn Lagx(W )

Dn × [0, 1] Leg(Y )

Φ0

id×{0}

ϕ

Φ .

The existence of such a lift, Φ, follows immediately from the parametric isotopy
extension theorem for Legendrians, and the contact-at-infinity condition, by cut-
ting off below a fixed symplectization level. In other words, the same proof used
for the Serre fibration property for Ham(W ) → Cont(Y ) from §2.1 applies here,
using parametric isotopy extension.

Often we will use the Serre fibration property when the left hand side is instead:

([0, 1]n × {0}) ∪ (∂[0, 1]n × [0, 1]) ⊂ [0, 1]n+1;

the fact that the Serre fibration property applies to this domain is well-known.

3.2. Wrapped Floer cohomology. The main ideas and definitions in this section
are straightforward adaptations of those in §2.2 to the open string case.

3.2.1. Definition of the Floer complex. Fix a contact-at-infinity Lagrangian L
with ideal restriction Λ. A contact-at-infinity system ψt ∈ Ham(W ) is non-
degenerate provided ψ1(L) is transverse to L. This requires that the ideal restric-
tion ψ1(Λ) is disjoint from Λ, and this disjunction plays the role of the discrimi-
nant point condition.

Given Jt ∈ J, define M(L, ψ1(L), Jt) to be the space of all solutions to:
w : R× [0, 1] → W,

∂sw + Jt(w)∂tw = 0,

w(s, 0) ∈ ψ1(L) and w(s, 1) ∈ L. ψ1(L)

L

Similarly to the closed string case, the choice of system ψt allows us to change
coordinates u(s, t) = ψ−1

1−t(w(s, t)) so that u solves the normal Floer’s equation for
the system ψ−1

1−tψ1 with both boundaries on L; see §3.2.4 for further discussion.

Let us say that (ψt, Jt) is admissible for defining the Floer complex if ψ1(L) ∩ L
is transverse and the moduli space M(L, ψ1(L), Jt) is cut transversally.

In this case, let CF(L;ψt, Jt) be the Z/2-vector space generated by the intersec-
tion points of L and ψ1(L), whose differential is given by counting the curves in
M1/R going from right to left, exactly as in the closed string case.
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3.2.2. Subcomplex generated by contractible chords. Similarly to §2.3.1, we in-
troduce CF0(L;ψt, Jt) be the subcomplex generated by chords which are con-
tractible, i.e., chords γ(t) which admit a capping v : [0, 1]2 → W so that:

v(1, t) = γ(t) and v(s, 0), v(s, 1) ∈ L and v(0, t) = const.

It is clear that CF0 is preserved under the differential and the continuation maps
defined in §3.2.3, and we let HF0 denote the cohomology of CF0.

3.2.3. Continuation maps. Let ψs,t, Js,t be a path of Floer data (which is s in-
dependent outside of [s0, s1]). The continuation map moduli space M(ψs,t, Js,t)
consists of solutions to:

w : R× [0, 1] → W,

∂sw + J−s,t(w)∂tw = 0,

w(s, 0) ∈ ψ−s,1(L) and w(s, 1) ∈ L.

We reverse the sign to −s so as to be consistent with the input being at the
positive end.

We say that ψs,t, Js,t is admissible continuation data if:

(i) the ideal restriction of ψs,1(L) is a non-negative Legendrian isotopy,

(ii) the moduli space M is cut transversally, and

(iii) the endpoints of the path are admissible for defining the Floer complex.

The first assumption (i) ensures an a priori energy bound, which implies the
requisite compactness results needed to do Floer theory.

In this case, the zero dimensional component M0 consists of finitely many points.
Each point determines a map CF(L;ψs0,t, Js0,t) → CF(L;ψs1,t, Js1,t) by sending
the right asymptotic to the left asymptotic, and the continuation map c is the
sum of all these individual contributions.

As usual, consideration of the one-dimensional component M1 implies c is a chain
map. Parametric moduli spaces imply c remains in the same chain homotopy class
under deformations ψη

s,t, J
η
s,t with fixed endpoints s = s0 and s = s1 and for which

the ideal restriction s 7→ ψη
s,1(L) remains non-negative.

Finally, standard gluing arguments imply that the induced maps on HF(L;φt, Jt)
are functorial with respect to concatenation of paths. See, e.g., [BC09c, §3.2] and
[Sei08b, §8.j] for further discussion.

3.2.4. Energy estimate and other a priori estimates. Suppose that ψs,t, Js,t is
admissible continuation data and the ideal restriction of ψs,1(L) is a non-negative
Legendrian isotopy. The goal in this section is to explain the a priori energy
estimates for solutions of M(ψs,t, Js,t), as in §2.2.5. The acylindrical assumption
will be used similarly to the atoroidal assumption in the closed-string case.
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The secondary goal is to explain how to upgrade the energy estimate to other
norms, so as to ensure the necessary compactness results hold; see [Can23, §2.2.4]
for related discussion.

The energy of w ∈ M(ψs,t, Js,t) is defined as the integral of ω over w. Introduce
the coordinate change:

u(s, t) = ψ−1
−s,1−t(w(s, t)),

so that u has the t = 0, 1 boundaries on L. Let Ys,t and Xs,t be the generators of
ξs,t := ψ−1

−s,1−t with respect to variations in s and t. One computes:

∂su− Ys,t = dξs,t∂sw ∂tu−Xs,t = dξs,t∂tw.

Since dξs,t is symplectic, the energy of w satisfies:

E(w) =

∫
ω(∂su− Ys,t, ∂tu−Xs,t)dsdt,

and a standard computation yields:

(11) E(w) =

∫
u∗ω+

∫
R
Ks,1(u(s, 1))−Ks,0(u(s, 0))ds+

∫
γ−

H−,tdt−
∫
γ+

H+,tdt.

where Hs,t, Ks,t are normalized generators for Xs,t and Ys,t, and we use the cur-
vature identity:

∂sHs,t − ∂tKs,t + ω(Ys,t, Xs,t) = 0.

Since Ys,1 generates ξs,1 = id while Ys,0 generates ξs,0 = ψ−1
−s,1, which is a non-

negative path, we conclude that K1,t = 0 and K0,t ≥ 0 outside of a compact set.
Consequently, we can bound the second term in (11). The terms involving H±,t

can be bounded exactly as in §2.2.5 (one uses that the asymptotics are contained
in a compact set), while the symplectic area term can be bounded using the
assumption that L is symplectically acylindrical. This completes the proof of the
a priori energy bound.

We can upgrade this energy bound to an a priori C1 bound using bubbling analysis
(bearing in mind that the symplectically acylindrical condition implies there are
no J-holomorphic spheres or disks on L). Standard elliptic bootstrapping and
the Sobolev embedding theorem ensure that any sequence wn in the moduli space
has a subsequence which converges in C∞

loc.

A straightforward variant of the argument in [BC23, §2] and [Can23, §2.2.5] shows
that any sequence wn ∈ M(ψs,t, Js,t) with bounded energy will remain in a fixed
compact set (depending only on the energy bound, the C1 bound, and ψ±,t).

These compactness results are implicitly used when appealing to standard Floer
theoretic arguments.

3.2.5. Wrapped Floer cohomology. The open string analogue of SH(W ) is the
wrapped Floer cohomology of L, denoted HW(L). It is defined as the colimit
of some functor. The colimit of the groups generated by contractible orbits is
denoted HW0(L).
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Let ∆(L) be the small category consisting data ψt, Jt admissible data, and whose
morphisms (ψ0,t, J0,t) → (ψ1,t, J1,t) consist of homotopy classes of extensions ψs,t

for which the ideal restriction ψs,1(L) is non-negative. Assigning to each object
the Floer cohomology HF(L;ψt, Jt), and to each morphism the continuation map
(with Js,t chosen arbitrarily and ψs,t perturbed as to be admissible), defines a
functor ∆(L) → Vect.

The colimit of this functor is the wrapped Floer cohomology HW(L).

3.2.6. The Floer cohomology associated to a Legendrian isotopy. As in the closed
string case, the Floer cohomology group HF(L;ψt, Jt) depends only the ideal
restriction of ψt(L). To make this precise, fix a Legendrian isotopy Λt so that
Λ0 = Λ is the ideal boundary of L.

Let ∆(L; Λt) be of the subset of ∆(L) consisting of elements (ψt, Jt) so that the
ideal restriction of ψt(L) equals Λt.

Proposition 3.1. There is a unique morphism [ψs,t] in ∆(L) between two objects
in ∆(L; Λt) so that the ideal restriction of ψs,t(L) is identically equal to Λt.

Proof. Let ψ0,t and ψ1,t be two objects. Since Lagx → Leg is a Serre fibration,
there is some Lagrangian Ls,t so that Li,t = ψi,t(L), Ls,0 = L and the ideal
restriction of Ls,t is Λt; one applies the Serre fibration property to the square
Λs,t = Λt which is already lifted at s = 0, 1 and t = 0.

Next one applies the parametric isotopy extension theorem of §3.1.2 to conclude
some extension ψs,t so that ψs,t(L) = Ls,t. Since the ideal restriction of ψs,t(L) is
s-independent, it defines a continuation map which is invertible.

Thus we have proved there is some morphism. Now we will prove it is unique. If
ψ0
s,t, ψ

1
s,t both have ideal restriction Λt, then we can first find Lη

s,t so:

(i) Li
s,t = ψi

s,t(L) for i = 0, 1,

(ii) Lη
i,t = ψi,t(L) for i = 0, 1, (bear in mind ψi

s,t have same endpoints s = 0, 1),

(iii) Lη
s,0 = L,

(iv) the ideal restriction of Lη
s,t is Λt.

One applies the Serre fibration property to the cube Λη
s,t = Λt, which has a lift

on all but one of its faces. Then the parametric isotopy extension theorem gives
an extension ψη

s,t, which proves the morphism is unique. □

We endow ∆(L; Λt) with these canonically defined morphisms, so that there is
a unique morphism between any two objects. As in the closed string case, this
enables us to define:

HF(L; Λt) = colim
∆(L;Λt)

HF(L;φt, Jt).

One can consider the smaller category ∆′(L) whose objects are isotopies Λt so
that Λ0 = Λ is the ideal boundary of L, and whose morphisms are paths Λs,t so
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that Λs,1 is a non-negative path. For the same reasons as the closed string case
§2.2.10, the assignment Λt ∈ ∆′(L) 7→ HF(L; Λt) is functorial, and the colimit of
this simpler functor recovers HW(L).

We also remark that HF(L,Λt) depends only on (Λ1, [Λt]) (and L) up to isomor-
phism, although it seems difficult to canonically obtain an isomorphism; there
seems to be an ambiguity due to π2(Leg).

Similar arguments apply to defining HF0(L; Λt), the cohomology generated by
the contractible orbits also depends only on the ideal restriction.

3.2.7. Dominating sequences. Similar to the closed string case in §2.2.11, call a
functor N : N → ∆(L), dominating if there is a C∞ open neighborhood U of the
constant paths of Legendrians and representatives ψi,s,t for N(i) → N(i + 1) so
that ψi,s,1(Λs) is positive for all paths Λs contained in U .

An analogous proof to the closed string case shows that dominating functors are
filtering in ∆(L) and are thus cofinal by Lemma 2.2.

3.3. PSS morphisms and the product structure on wrapped Floer cohomology. The
result we need from this section is that the colimit map:

HF(L;Rα
−ϵt) → HW(L)

is not surjective, unless HW(L) is zero. This non-surjectivity is used in §3.4 to
complete the proof of Theorem 1.2.

As in §2.3.3, the idea is to consider the unit element, and to argue that a nilpotent
element in HW(L) can never equal the unit. This part of the argument is sensitive
to the existence of holomorphic disks, and we use the acylindrical assumption (at
least, the weakly exact assumption; see §3.3.1) in a crucial way.

3.3.1. Pair-of-pants product in the open string case. Analogously to the closed
string discussion in §2.3, we have the following result characterizing the rele-
vant algebraic structure of wrapped Floer cohomology HW0(L) (generated by
the contractible chords).

The theorem holds for Lagrangians L which are weakly exact, i.e., so that ω
vanishes on π2(W,L). This condition is the open-string analogue to the aspherical
condition, and is a weaker assumption than being acylindrical.

Theorem 3.2 ([Rit13, Theorems 6.13, 6.14]). For L ⊂ W a weakly-exact and
contact-at-infinity Lagrangian, the wrapped Floer cohomology HW0(L), equipped
with the “triangle product” is a ring with unit. Moreover there is a (unital) ring
homomorphism:

(12) H∗(L) ≃ HF0(L;R
α
ϵt) = HF(L;Rα

ϵt) → HW0(L),

where H∗(L) is equipped with the cup product, provided ϵ > 0 is sufficiently small.
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The reason we restrict to the case of contractible chords is in order to have a priori
symplectic area estimates for the “pairs-of-pants” (or “triangles”) which appear
when defining the product. One can obtain the required a priori energy estimates
for the product between non-contractible chords at the expense of working over
the Novikov field, or assuming the Lagrangian is sufficiently exact (one should
require that ω vanishes on every pair-of-pants, i.e., sphere with three disks re-
moved, with boundary on L). See §2.3.1 for related discussion in the closed string
case.

3.3.2. PSS morphisms and the birth of the unit. As in §2.3.2, the continuation
map HF(L;Rα

−ϵt) → HF(L;Rα
ϵt) can be factorized as:

(13)

HF(L;Rα
−ϵt) HF(L;Rα

+ϵt)

HM(L; f−) HM(L; f+),

PSS

cF

PSS

cM

where the lower map cM is the Morse continuation map defined by counting
continuation lines (the Morse theory part happens entirely in L).

HF(L;Rα
+ϵt) HF(L;Rα

−ϵt)

HF(L;Rα
+ϵt) HF(L;Rα

−ϵt)

Figure 6. Deforming the continuation map so as to factorize it;
compare Figures 4 and 5.

Exactly as in §2.3.2 it is important that −ϵ < 0 < ϵ, so that the continuation
strips satisfy the required non-negativity for the a priori energy bounds in §3.2.4.
We leave the details of the factorization (13) to the reader.

Then, by degree reasons, since the ideal boundary Λ is presumed to be non-empty,
the Morse continuation map:

cM : HM(L; f−) → HM(L; f+)

hits only elements of positive degree (one can take f− to have no local minima);
in particular, cM hits only nilpotent elements with respect to the cup product.
By Theorem 3.2, the image of:

PSS ◦ cM : HM(L; f−) → HF(L;Rα
+ϵt)

hits only nilpotent elements with respect to the triangle product. Here ϵ > 0
should be taken smaller than the minimal action of a Reeb chord, in order for
HF(L;Rα

+ϵt) to be a unital ring.
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Finally, by the factorization (13), it follows that HF(L;Rα
−ϵt) → HW(L) also hits

only nilpotent elements, and hence cannot hit a non-zero unit, as desired.

If the unit is zero, then HW0(L) = 0, and hence HW(L) is supported only on
non-contractible chords; because HF(L;Rα

−ϵt) is supported only on contractible
chords, we conclude that:

Lemma 3.3. If HW(L) ̸= 0, then HF(L;Rα
−ϵt) → HW(L) is not surjective. □

Compare with Lemma 2.7 from the closed string case.

3.4. Naturality transformation associated to a Lagrangian loop. In this section
we explain the open-string analogue of the naturality transformations of §2.2.6,
and then describe the open string analogue of the twisting trick from §2.4.

3.4.1. Naturality transformations. Let φt be a Hamiltonian system so that φt(L)
forms a loop of Lagrangians. We do not require that φ1 = id, but rather only
that φ1(L) = L.

For appropriate J ′
t depending on Jt and φ1, CF(L;ψt, Jt) and CF(L;φtψt, Jt)

are isomorphic as chain complexes; the isomorphism sends x to φ1(x). Taking
homology induces the naturality transformation

n : HF(L;ψt) → HF(L;φtψt).

Indeed, if w lies in M(L, ψ1(L), Jt) then φ1(w) lies in M(L, φ1(ψ1(L)), J
′
t). This

correspondence between Floer cylinders for ψt and for φtψt is used to show that
the differentials on the two Floer complexes are identified under the naturality
transformation.

Similarly to the closed string case, the naturality transformation commutes with
continuation maps. This is proved by showing that w solves the continuation
equation for ψs,t implies φ1(w) solves the continuation map equation for φtψs,t,
for appropriate choices of complex structure.

3.4.2. The twisting trick. One first concludes HF(ψt) → HW(L) is surjective, for
any admissible system ψt, exactly as in §2.4.

On the other hand, we have shown in §3.3.2 that HF(ψt) → HW(L) is not
surjective for ψt = Rα

−ϵt, unless HW(L) is zero. Thus we conclude that HW(L)
is zero, completing the proof of Theorem 1.2.

3.5. Non-isotopic Lagrangian fillings and the flux group. This section is con-
cerned with the Lagrangian version of §2.7. Let Lt be a smooth loop of contact-
at-infinity Lagrangians based at an acylindrical Lagrangian L, and let Λt be the
ideal restriction of Lt. The goal is to prove the existence of a deformation L′

t

which is an exact loop based at L with the same ideal restriction Λt. The proof
of this assertion uses the acylindrical assumption, and a relative version of flux;
see [Ono08, Sol13, STV18, EGM18] for further discussion of the Lagrangian flux.
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First of all, pick a contact-at-infinity system ψt so that the ideal restriction of
ψt(L) agrees with the ideal restriction of Lt; this can be achieved by the isotopy
extension theorem for Legendrians; see §3.1.2. Then ψ−1

t (Lt) is a compactly
supported deformation of L. Let Lt = ψ−1

t (Lt) with L0 = L.

It is sufficient to prove that there is a compactly supported Hamiltonian isotopy
ρt so that ρ1(L) = L1; then ψtρt(L) is an exact loop whose ideal restriction agrees
with Lt.

Since Lt are compactly supported deformations of L, there exists a compactly
supported parametrization jt : L→ W so that jt(L) = Lt.

Define the flux one-forms on L by:

F (jt; τ)x :=

∫ τ

0

ω(j′t(x), djt,x(−))dt;

Cartan’s magic formula implies this is a closed one-form defined on L.

Moreover, if Γ is any oriented loop in L, the integral of F (jt; τ) over Γ equals
the integral of ±ω over the trace Γ × [0, τ ] under the parametrization jt. In
particular, [F (jt; 1)] = 0 since j1(L) = L and L is acylindrical; here [−] denotes
the cohomology class in H1

dR(L). To see why this flux vanishes, observe that, if
u(s, t) parametrizes the trace Γ × [0, 1], then ψt(u(s, t)) parametrizes a cylinder
with both boundaries on L, and therefore has zero symplectic area. As in §2.7.1,
the symplectic area of ψt(u(s, t)) equals the symplectic area of u(s, t) since ψt is
Hamiltonian.

This discussion implies that the following lemma is sufficient to complete the
proof of Theorem 1.7.

Lemma 3.4. If jt : L→ W is a compactly supported Lagrangian isotopy satisfying
[F (jt; 1)] = 0, and every compactly supported closed one-form on L extends to
one on W , then there is a compactly supported Hamiltonian isotopy ρt so that
ρ1(L) = j1(L).

Proof. One shows that one can make [F (jt; τ)] = 0 for all τ without changing
j1(L) and j0(L) = L by deforming jt to another compactly supported Lagrangian
isotopy. Differentiating the flux with respect to τ proves the deformation is an
exact isotopy; see, e.g., [Sol13, Corollary 6.4]. Then the isotopy extension theorem
for exact Lagrangian isotopies applies.

To make [F (jt; τ)] = 0 for all τ one applies [Sol13, Lemma 6.7]. The idea is to
define a right inverse s : H1

dR(L) → H1
dR(W ). One only cares about the subspace

spanned by compactly supported forms, and defines s using some choice of basis.

One finds a compactly supported symplectic isotopy ψs,t : [0, 1]
2 → Sympc(W )

so that the symplectic flux along the line ψs,τ is −s([F (jt; τ)]) as s ranges from
0 to 1, and ψ0,τ = id. Then ψ1,tjt is the desired exact isotopy; see [Sol13] for the
details. This completes the proof. □



EXTENSIBLE POSITIVE LOOPS 41

3.5.1. Removing the assumption on the first de Rham cohomology. It seems to be
an interesting question whether the surjectivity of the first deRham cohomology
H1

dR(W ) → H1
dR(L) can be relaxed in the statement of Lemma 3.4.

Interestingly enough, not every cohomology class in H1
dR(L) represented by a

compactly supported form can be realized as the flux of a Lagrangian isotopy; see
[STV18, §6.2] for the case L = T (r) = ∂D(r1)×· · ·×∂D(rn) ⊂ Cn; they determine
the exact subset of H1

dR(L) which can be realized as the flux of a Lagrangian
isotopy (this set is called the shape of L relative W ). The characterization of
when two tori T (r), T (r′) are Hamiltonian isotopic is given in [Che96], where it is
also shown that there are two isotopic monotone tori T, T ′ in R2n, with the same
monotonicity constant, which are not Hamiltonian isotopic. Since any isotopy
between T, T ′ has zero flux (since they have the same monotonicity constant),
one sees that Lemma 3.4 is not true in general;6 see also [Thé99, Remark 1.8].
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